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Preface

The 7th International Workshop on Information Security Applications (WISA
2006) was held on Jeju Island, Korea during August 28-30, 2006. The workshop
was sponsored by the Korea Institute of Information Security and Cryptology
(KIISC), the Electronics and Telecommunications Research Institute (ETRI)
and the Ministry of Information and Communication (MIC).

WISA aims at providing a forum for professionals from academia and industry
to present their work and to exchange ideas. The workshop covers all technical
aspects of security applications, including cryptographic and non-cryptographic
techniques.

We were very pleased and honored to serve as the Program Committee
Co-chairs of WISA 2006. The Program Committee received 146 papers from
11 countries, and accepted 31 papers for the full presentation track and 18 pa-
pers for a short presentation track. The papers were selected after an extensive
and careful refereeing process in which each paper was reviewed by at least three
members of the Program Committee.

In addition to the contributed papers, the workshop had three special talks.
Moti Yung gave a tutorial talk, entitled “Phishing and Authentication in Banks.”
Sushil Jajodia and Seong G. Kong gave invited talks in the full presentation
track, entitled “Topological Analysis of Network Attack Vulnerability” and
“Imaging Beyond the Visible Spectrum for Personal Identification and Threat
Detection,” respectively.

Many people deserve our gratitude for their generous contributions to the
success of the workshop. We would like to thank all the people involved in the
technical program and in organizing the workshop. We are very grateful to the
Program Committee members and the external referees for their time and efforts
in reviewing the submissions and selecting the accepted papers. We also express
our special thanks to the Organizing Committee members for their hard work
in organizing the workshop.

Last but not least, on behalf of all those involved in organizing the workshop,
we would like to thank all the authors who submitted papers to this workshop.
Without their submissions and support, WISA could not have been a success.

December 2006 Jae-Kwang Lee
Okyeon Yi
Moti Yung
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Controllable Ring Signatures

Wei Gao1,�, Guilin Wang2, Xueli Wang3, and Dongqing Xie4
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Abstract. This paper introduces a new concept called controllable ring
signature which is ring signature with additional properties as follow. (1)
Anonymous identification: by an anonymous identification protocol, the
real signer can anonymously prove his authorship of the ring signature
to the verifier. And this proof is non-transferable. (2) Linkable signature:
the real signer can generate an anonymous signature such that every one
can verify whether both this anonymous signature and the ring signature
are generated by the same anonymous signer. (3) Convertibility: the real
signer can convert a ring signature into an ordinary signature by reveal-
ing the secret information about the ring signature. These additional
properties can fully ensure the interests of the real signer. Especially,
compared with a standard ring signature, a controllable ring signature is
more suitable for the classic application of leaking secrets. We construct
a controllable ring signature scheme which is provably secure according
to the formal definition.

1 Introduction

The concept of ring signature was introduced by Rivest, Shamir and Tauman
in [17]. It enables any individual to spontaneously conscript arbitrarily n − 1
entities and generate a publicly verifiable 1-out-of-n signature on behalf of the
whole group (called a ring), yet the actual signer remains anonymous. Many
extensions of a standard ring signature, such as linkable ring signature [12],
convertible ring signature [10], separable ring signature [2,11], threshold ring
signature [3], ID-based ring signature [4], have been proposed in the litera-
ture. Ring signature and its variants have been used in many applications such

� This author is partially supported by CNF10271042 and CNF60373085.

J.K. Lee, O. Yi, and M. Yung (Eds.): WISA 2006, LNCS 4298, pp. 1–14, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



2 W. Gao et al.

as leaking secrets [17], designated verifier signature [17], anonymous identifica-
tion/authentication for ad hoc groups [3], e-voting [12], e-cash and attestation
in [18] and so on.

For the motivation of our new concept, we revisit the classic application of ring
signatures in leaking secrets. Suppose that Bob (also known as “Deep Throat”)
is a member of the cabinet of Lower Kryptonia, and that Bob wishes to leak
a juicy fact to a journalist about the escapades of the Prime Minister, in such
a way that Bob remains anonymous, yet such that the journalist is convinced
that the leak was indeed from a cabinet member. At a glance, it seems that a
standard ring signature can help Bob to perfectly complete this task: he signs the
message using a ring signature scheme on behalf of the whole cabinet. However,
the following cases will show that a standard ring signature is not enough for
leaking secrets in the real world.

(1) Suppose that another cabinet member Charlie is a good friend of the Prime
Minister. To help the Prime Minister, Charlie generates a ring signature on
an announcement. It states that he is the leaker and the previous published
story about the Prime Minister is not true but a political joke. Of course,
Bob’s ring signature and Charlie’s ring signature use the same “ring” – the
whole cabinet. Now, how can Bob prevent this impersonation?

(2) Suppose that the journalist is very interested in these leaked secrets and
wants to communicate with the real signer in order to discuss more details.
So the journalist publishes his telephone number and wants the real sign-
erto contact him through an anonymous phone call. How can Bob convince
the journalist that the anonymous call is from the real signer through a
untransferable proof?

(3) Suppose that Bob needs to publish further proofs for the escapades of the
Prime Minister. How can Bob make people believe that both the previous
secrets and these further proofs are leaked by the same anonymous cabinet
member?

(4) After the disgraced Prime Minister is disposed, Bob maybe wants to remove
the anonymity of the ring signature. In other words, how can Bob convert
the ring signature into a standard digital signature?

Roughly speaking, (2) motivate the topic of secure anonymous identification; (3)
can be captured by the notion of the linkability of anonymous signatures; (4)
can be formalized as the notion of convertibility of a ring signature.

1.1 Related Work

Some extensions of a standard ring signature can only partially solve the above
mentioned problems. In fact, the above problems were not so comprehensively
pointed out in existing literature. Now we briefly review these related work.

Linkable ring signatures proposed in [12] have some limitations for leaking
secrets. First, the schemes in [12] are not unconditionally but computationally
anonymous. Secondly, every one can deny a ring signature if he is not the real
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signer. Thirdly, the real signer can’t deny the ring signature generated by him-
self. In fact, in [12], the linkability of a ring signature was proposed mainly for
restricting the real signer. For example, a linkable ring signature can prevent a
ring member from generating two ring signatures on the message in the applica-
tions such as E-cash and E-voting. On the contrary, in the application of leaking
secrets, the attention should be focused on how to fully ensure the interests of
the real signer.

The convertible ring signature scheme proposed in [10] is the extension of a
ring signature scheme proposed in [17]. It deals with only the convertibility of the
ring signature scheme. And their construction cannot be trivially extended to
deal with the linkability and anonymous identification. Additionally, the authors
did not formalize the security model for the convertibility of ring signatures and
their analysis is too simple.

The modified ring signature in [17] can guarantee only the computational
anonymity. The proposed way can be used to show that a non-signer is not the
real signer. A similar way can be used to show who is the real signer. In fact, they
proposed a way to convert a ring signature to an ordinary signature. However,
it seems difficult to extend their way to deal with the properties of linkability
and anonymous authorship of a ring signature.

1.2 Contributions

Our contributions are twofold, as listed below. On the one hand, we revisit the
classic application of ring signatures in leaking secrets and point out a list of
practical problems unsolved by a standard ring signature. Motivated by these
problems, we formalize the new notion of controllable ring signature. It is a
useful cryptographic primitive which can fully ensure the interests of the real
signer and rightly restrict him as follows.

(1) The real signer remains unconditionally anonymous only if he himself
exposes his identity.

(2) Despite the unconditional anonymity, the real signer has enough powers to
control his signature in the sense that he can anonymously prove his authorship,
generate a linkable signature, and convert the controllable ring signature.

(3) Despite the full power to control his signature, the real signer is rightly
restricted since he is not able to generate a controllable ring signature and then
convince a third party that it is generated by others.

(4) Despite the unconditional anonymity, any other party (non-signer) cannot
abuse the anonymity. For example, there is no way for him to present the proof
that the ring signature is (or not) due to him.

On the other hand, we propose an efficient construction of a controllable ring
signature, which is based on the standard ring signature of Abe et al.[2]. And
the underlying paradigm may also be used to transform other standard ring
signatures to controllable ones.
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2 Framework and Security Requirements

2.1 Syntax of Controllable Ring Signature

Definition 1 (Syntax of CRS). A controllable ring signature scheme contains
eight algorithms (or protocols): GenKey, RSign/RVerify, AIdentify, SSign/SVerify,
Convert/CVerify as follows:

- GenKey: On input a security parameter 1κ, it outputs a private key sk and
a public key pk.

- Rsign: It takes a message m, the list, say L, of public keys {pki}i=n−1
i=0 of ring

members {Ai}i=n−1
i=0 and the real signer Ak’s secret key skk, and outputs a

controllable ring signature σ and a secret information π. σ is public and π
is secretly stored by Ak. We will call {pki}i=n−1

i=0 or {Ai}i=n−1
i=0 the ring for

σ indiscriminatingly. And we will call a party not being Ak a non-signer. If
a party is in {Ai}i=n−1

i=0 , he will be called a ring member. And a party not in
{Ai}i=n−1

i=0 will be called a non-ring-member.
- RVerify: It takes the message m, the ring L, and the controllable ring signa-

ture σ, and outputs either 1 or 0 meaning whether σ is valid for m and L or
not.

- AIdentify: It is a protocol between the signer Ak and a verifier. The common
inputs are the message m, the ring {pki}i=n−1

i=0 and the controllable ring
signature σ for m and L generated by Ak. It allows Ak to anonymously prove
his authorship of σ. We require that the verifier cannot get any information
about identity of the real signer from the properties of the communication
channel.

- SSign: It takes m′, π, σ, and outputs an anonymous signature σ′ on the
message m′. Here, π is the secret information associated with the controllable
ring signature σ. We call σ′ a linkable signature for σ.

- SVerify: It takes a message m′, a controllable signature signature σ and a
linkable signature σ′, and outputs 1 or 0 meaning whether σ′ and σ are
linkable (i.e., whether σ and σ′ are generated by the same anonymous ring
member).

- Convert/CVerify: After the real signer of a controllable signature σ reveals
the relative secret information π and his identity Ak, every one can verify
whether σ is generated by Ak.

2.2 Security Requirements of Controllable Ring Signatures

We now describe four security requirements of a controllable ring signature
scheme, which are perfect anonymity, uncontrollability, I-unforgeability, and
II-unforgeability. In the following definitions, adversaries will be allowed to query
some oracles: (1) A controllable ring signing oracle OR which returns a control-
lable ring signature with respect to the queried message m, the ring L; (2) a
converted ring signing oracle OCR which returns a converted ring signature with
respect to the queried message m, the ring L and the real signer Ak; (3) an
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anonymously identifying oracle OA which returns an interactive proof for know-
ing the secret value associated with the queried controllable ring signature; (4)
a linkable signing oracle OS which returns a linkable signature on the queried
message for the given controllable ring signature; (5) the corrupting oracle OK

which returns the secret key corresponding to the queried public key pk.

Definition 2 (Signer Anonymity). Let L = {pk0, pk1, . . . , pkn−1} where each key
is generated as (pki, ski) ← GenKey(1κi). A controllable ring signature scheme is
perfectly signer-anonymous if, for any L, any message m, and any σ generated
by RSign(m, L, sk) where sk is uniformly chosen from {sk0, sk1, . . . , skn}, given
(L, m, σ), any unbound adversary AOA,OS (L, m, σ) outputs i such that sk = ski

with probability exactly 1/|L|.

The above property ensures that the real signer remains unconditionally anony-
mous even after he generates linkable signatures or anonymously proves his au-
thorship, as long as he does not convert this controllable ring signature.

Definition 3 (Uncontrollability against Non-Signers). Let L be the ring {pk0, pk1,
. . . , pkn−1} where (pki, ski) ← GenKey(1κi). Let κ = min(κ0, . . . , κn−1). A con-
trollable ring signature scheme is uncontrollable if, for any L, any message m,
and any σ generated by RSign(m, L, sk) where sk

R←− {sk0, sk1, . . . , skn}, any
polynomial-time oracle machine AOA,OS succeeds only with negligible probability
in κ for any one of the following tasks: for the ring signature (L, m, σ) which
is not converted, he tries to generate a valid linkable signature for (L, m, σ), or
prove the authorship, or output(π′, pk′) such that CVerify(L, m, σ, π′, pk′) = 1;
for the converted ring signature (L, m, σ, pk, π), he tries to output another pair
(π′′, pk′′) for pk′′ �= pk s.t. CVerify(L, m, σ, π′′, pk′′) = 1.

The above property ensures that a controllable ring signature cannot be con-
trolled by any non-signer: before the controllable ring signature is converted, any
non-signer cannot anonymously claim the authorship, generate a linkable signa-
ture or convert it. Furthermore, it ensures that any non-signer cannot dishonestly
convert a controllable ring signature even he attains the correct converted ring
signature.

Definition 4 (I-Unforgeability against Non-Ring-Members). Let (pki, ski) is gen-
erated by running GenKey(1κi) for i = 0, . . . , n − 1. Let κ = min{κ0, . . . , κn−1}
and L = {pk0, . . . , pkn−1}. A controllable ring signature scheme is existentiallyI-
unforgeable against adaptive chosen-message and chosen public key attacks if,
for any polynomial-time oracle machine AOR such that (L, m, σ) ← AOR(L),
its output satisfies RVerify(L, m, σ) = 1 only with negligible probability in κ. Re-
striction is that L ⊆ L and (L, m, σ) does not appear in the set of oracle queries
and replies between A and OR.

Roughly speaking, as in a standard ring signature scheme, any controllable ring
signature cannot be forged by any non-ring member. Note that the above def-
inition is almost the same to the unforgeability defined in [2] with trivial and
negligible differences.
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Definition 5 (II-Unforgeability of Converted Ring Signatures). Let L={pk0, pk1,
. . ., pkn−1} where each key is generated as (pki, ski) ← GenKey(1κi). A control-
lable ring signature scheme is II-unforgeable against non-signers if, any polyno-
mial time adversary AOCR,OK (L) outputs (m, L, σ, π, pk) such that CVerify(L, m,
σ, pk, π) = 1 with only negligible probability in κ. Restriction is that A does not
get the secret key sk corresponding to pk from the oracle OK and A does not get
the converted ring signature (σ, π) with respect to (L, m, pk) from the oracle OCR.

The above property ensures that: for a ring L, even if the attacker corrupts all
ring members but the single one Ak which he will attack, he can not forge the
converted ring signature due to the party Ak. Trivially, this property implies
that the real signer is not able to dishonestly convert a ring signature into that
due to the other ring member.

3 Building Blocks and the Paradigm

In this section, we briefly describe some cryptographic schemes that will be used
to construct our controllable ring signature.

3.1 Abe et al.’s Ring Signature Scheme

Genkey’: Let pi, qi be large primes. Let 〈gi〉 denote a prime subgroup of Zpi

generated by gi whose order is qi. Choose a random xi ∈ Zqi as the secret key
and set yi = gxi

i mod pi. Let Hi : {0, 1}∗ → Zqi be publicly available hash
functions. Let pki = (pi, qi, gi, yi, Hi) be the DL public key of the ring member
Ai. Let L be the set {pki}n−1

i=0 .

RSign’: Ak generates a ring signature for the message m and the ring L as follows.

1. Initialization Select α ∈R Zqk
and compute ek = gα

k mod pk. Compute
ck+1 = Hk+1(L, m, ek).

2. Forward Sequence: For i = k + 1, . . . , n − 1, 0, . . . , k − 1, select si
R←− Zqi and

compute ci+1 = Hi+1(L, m, gsi

i yci

i mod pi).
3. Forming the ring: Compute sk = α − ckxk mod qk.

The resulting signature is σ = (c0, s0, . . . , sn−1; pk0, . . . , pkn−1).

RVerify’: A ring signature σ = (c0, s0, . . . , sn−1; pk0, . . . , pkn−1) for the message
m is verified as follows. For i = 0, . . . , n − 1, compute ei = gsi

i yci

i mod pi and
then compute ci+1 = Hi+1(L, m, ei) if i �= n − 1. Accept if c0 = H0(L, m, en−1).
Reject otherwise.

3.2 Pedersen’s Commitment Scheme

Pedersen’s commitment scheme [14] is as follows. Let the DL public key (p, q, g, y)
be generated as in the the above scheme and the secret key logg y be generated
by a trusted center. The committer commits himself to an c ∈ Zq by choosing
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s ∈R Zq at random and computing E(c, s) = gcys mod p. For E(c, s) = gcys

mod p, logg y is the trapdoor: given c, s and logg y, it is easy to compute another
pair (c′, s′) such that gcys = gc′

ys′
mod p.

For this commitment scheme, we have the following properties (1) statistical
hiding: E(c, s) reveals no information about c; (2) computational binding: the
committer cannot open a commitment to c as c′ �= c unless he can find logg y;
(3) trapdoor exposure: (c, s) and (c′, s′) satisfying E(c, s) = E(c′, s′) and (c, s) �=
(c′, s′) can be used to compute the trapdoor logg y.

There is an honest-verifier zero-knowledge protocol for proof of knowledge of
the opening (c, s) for a commitment E(c, s) [13]. Based on this basic protocol, it is
easy to modularly construct a digital signature using the Fiat-Shamir technique
[8] or to a zero-knowledge proof of knowledge of (c, s) secure against cheating
verifiers using the paradigm proposed in [5].

3.3 A New Variant Schnorr Signature Scheme

In this section, we will construct a special digital signature scheme by sequen-
tially applying two modular transformations [7,8] to the well-known Schnorr
identification protocol [16]. It is obvious that the resulting signature scheme is
inferior to the Schnorr signature scheme, but we claim that the purpose to pro-
pose the following scheme is not for a practical digital signature scheme but for
showing the security of our proposed controllable ring signature.

Now, we present the new variant Schnorr signature scheme as follows.

1. Key Generation: The signer’s public key is a DL public key pk1 =(p1, q1, g1, y1,
H1) as in the above ring signature scheme. And the signing secret key is
x1 = logg1

y1. Additionally, the DL public key pkt = (pt, qt, gt, yt, Ht) for the
trapdoor commitment is also needed. Here, it is required that the secret key
is not known by any one. In practice, such pkt can be generated as follows.
Let pt and qt be two large primes such that qt|pt − 1 and q2

t � pt − 1 and gt

be the generater of the q-order subgroup. Ht : {0, 1}∗ → Zqt is the crypto-
graphic hash function. Additionally, we also need another public hash func-
tion H ′

t : {0, 1}∗ → Zpt . Set yt = H ′
t(l)

(pt−1)/qt mod pt where l can be any
publicly known string, e,g., l = pt||qt||gt.
Note that if qt|pt −1 and q2

t � pt −1, then r
pt−1

qt mod pt is always an element
generated by gt for any r ∈ Z

∗
pt

. Also note that it is easy to check whether
pt, qt, gt, yt (with public l) are honestly generated. And given honestly gen-
erated pt, qt, gt, yt, it is infeasible for one to get loggt

yt. For simplicity, we
just assume that pt, qt, gt, yt, Ht are public parameters where loggt

yt is not
known by anyone.

2. Signing: Given the message m, first select α ∈R Zq and compute e = gα
1

mod p1. Then compute the Pedersen’s commitment of e as e′ = g
Ht(e)
t yr

t

mod p2 where r ∈R Zqt . Next, compute c = H1(m, e′) and s = α − cx1
mod q1. The output signature σ = (c, s, r).

3. Verification: Given the signature σ = (c, s, r) and the message m, check
whether c = H1(m, g

Ht(gs
1yc

1 mod p1)
t yr

t mod pt).
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We give the security analysis as follows. First, we review the two underly-
ing paradigms for the above scheme. In [7], the Damg̊ard’s paradigm was pro-
posed to modularly turn a special honest-verifier zero-knowledge protocol (called
Σ-protocol) into a concurrent zero-knowledge proof of knowledge in the auxiliary
string model (i.e., it is assumed that the secret key for the trapdoor commitment
is not known by any one except the trusted party). The Fiat-Shamir paradigm
[8] is widely used to modularly construct a digital signature scheme secure in
the random oracle model from a three-pass secure identification against passive
attacks [1]. It is easy to see that the above scheme is constructed by sequentially
applying the Damg̊ard’s transformation and the Fiat-Shamir paradigm to the
Schnorr identification protocol. The unforgeability of the digital signature can
be modularly derived from the properties of the two paradigms [7,1]. Here, we
omit the straightforward and lengthy security proof from scratch. In more de-
tails, we have the following lemma which will be used to show the security of
the controllable ring signature scheme:

Lemma 1. If the hash function H1 is assumed to be a random oracle, the other
hash function H2 is collision-resistant, the secret key loggt

yt for the commitment
is not be known by anyone and the discrete logarithm problem is intractable, then
the above digital signature scheme is existentially unforgeable against adaptively
chosen-message attacks.

3.4 Paradigm for Constructing Controllable Ring Signatures

Note that for an ordinary ring signature, although every ring member can anony-
mously generate a signature, he has to “close the ring” at his own position using
his own secret key. If the real signer hides some proof for the “closing position” in
the ring signature (in our construction, we perfectly hide the proof through Ped-
ersen’s commitment scheme.), he will be able to control it as follows. On the one
hand, before the hidden proof is public, this controllable ring signature is just like
a standard ring signature. And the real signer can anonymously prove his author-
ship, or generate linkable ring signatures by using the hidden proof as the secret
key. On the other hand, after the hidden proof is public, this controllable ring sig-
nature is converted into a standard signature generated by the real signer.

4 Proposed Controllable Ring Signature Scheme

Our scheme is the extension of the above reviewed ring signature scheme from
[2] as follows.

Genkey: A user’s key (pk, sk) of the DL-type is generated as in Genkey′. Addi-
tionally, the DL public key pkt = (pt, qt, gt, yt, Ht) for the trapdoor commitment
is also needed. Here, it is required that the secret key is not known by any one.
It can be generated as described in the new variant Schnorr digital signature
scheme in Section 3.3.
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RSign/RVerify: A signer Ak generates a controllable ring signature for the mes-
sage m and the ring L, in the following way.

1. Initialization: (1) Select α ∈R Zqk
and compute ek = gα

k mod pk. (2) Com-
pute ct = Ht(ek), select st ∈R Zqt , and then compute et = gct

t yst
t mod pt.

(3) Compute ck+1 = Hk+1(L, m, ek, et).

2. Forward Sequence: For i = k + 1, . . . , n − 1, 0, . . . , k − 1, select si
R←− Zqi and

compute ei = gsi

i yci

i mod pi and set ci+1 = Hi+1(L, m, ei, et).
3. Forming the ring: Compute sk = α − ckxk mod qk.

The resulting ring signature is σ = (c0, s0, . . . , sn−1; pkt, et; pk0, . . . , pkn−1) and
the real signer will store the secret information (ct, st).

A controllable ring signature σ = (c0, s0, . . . , sn−1; pkt, et; pk0, . . . , pkn−1) for
the message m is verified as follows. For i = 0, . . . , n − 1, compute ei = gsi

i yci

i

mod pi and then compute ci+1 = Hi+1(L, m, ei, et) if i �= n − 1. Accept if
c0 = H0(L, m, en−1, et). Reject otherwise.

Note that we refer the reader to the 3 facts in the next section for the basic
idea underlying the above construction and the next protocols or algorithms.

AIdentify: For a valid controllable ring signature σ = (c0, s0, . . . , sn−1; pkt, et; pk0,
. . ., pkn−1) of the message m, the real signer anonymously proves his authorship
of σ through a zero-knowledge proof of knowledge of (ct, st) s.t. et = gct

t yst
t

mod pt as follows:

1. The verifier randomly chooses c′, s′, t′1, t
′
2 and computes e′ = gc′

t ys′

t mod pt,
x′ = g

t′
1

t y
t′
2

t mod pt. Then (e′, x′) is sent to the prover.
2. The real signer picks random numbers t1, t2 ∈ Z

∗
qt

, and computes x = gt1
t yt2

t

mod pt. Then the real signer randomly selects r′′1 , r′′2 , z′′ ∈ Zqt and computes
x′′ = g

r′′
1

t y
r′′
2

t e′z
′′

mod pt. Next the real signer randomly selects z′ ∈ Zqt . At
last, (x, x′′, z′) is sent to the verifier.

3. The verifier computes r′1 = t′1 − z′c′ mod qt, r
′
2 = t′2 − z′s′ mod qt, choose

a random number z̃ ∈ Zqt and sends (r′1, r
′
2, z̃) to the real signer.

4. First, the real signer checks whether x′ = g
r′
1

t y
r′
2

t e′z
′

mod pt. If so, the real
signer sends to the verifier z′′, r′′1 , r′′2 and (z, r1, r2) such that:

z = z′′ ⊕ z̃, r1 = t1 − zct mod qt, r2 = t2 − zst mod qt

5. The verifier will accept that the prover is the real signer of σ if x = gr1
t yr2

t ez
t

mod pt, x′′ = g
r′′
1

t y
r′′
2

t e′z
′′

mod pt and z̃ = z′′⊕z. Otherwise, he will reject it.

Here note that, as in Def.3, we implicitly assume that the verifier has obtained
the authentic ring signature before he requires the anonymous proof. In fact, this
can be easily implemented. For example, he can sign the ring signature using
his secret key, sends it to the real signer and requires anonymous proof for the
authorship of this signed ring signature.
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SSign/SVerify: For a valid controllable ring signature σ=(c0, s0, . . . , sn−1; pkt, et;
pk0, . . . , pkn−1) on the message m, the linkable signature (z, r1, r2) on a message
m′ is generated as follows:

t1, t2
R←− Z

∗
qt

, x = gt1
t yt2

t mod pt, z = Ht(m′, x),
r1 = t1 − zct mod qt, r2 = t2 − zst mod qt

The verifier will accept that (z, r1, r2) and σ is signed by the same anonymous
signer if Ht(m′, gr1

t yr2
t ez

t mod pt) = z and reject otherwise.

Convert/CVerify: To convert a controllable ring signature σ, the real signer Ak

releases the relative st such that et = g
Ht(g

sk
k y

ck
k mod pk)

t yst
t mod pt. (σ, st) will

be called the converted ring signature due to the party Ak.
To check whether (σ, r) is a valid converted ring signature due to the party

Ak, the verifier checks whether σ is a valid controllable ring signature through
RVerify and checks whether

et = g
Ht(g

sk
k y

ck
k mod pk)

t yst
t mod pt

where ck is computed as in RVerify.

Remark 1. In the above scheme, given a controllable ring signature, there is
no way for the receiver to check whether this ring signature can be correctly
converted. In other words, for a controllable ring signature, the verifier can only
check whether it is generated by a ring member but can not check whether
it is controllable. However, in some applications, it may be necessary for the
verifier to be convinced of the convertibility. In fact, the above scheme can be
easily extended to support a non-interactive proof for the convertibility of the
controllable ring signature. We will show that the proof for controllability can be
implemented using 1-out-of-n witness indistinguishable proofs with a concrete
discrete logarithm setting [6].

Concretely speaking, to convince the receiver of the controllability, the real
signer should present an non-interactive proof of knowledge of (ct, st) such that:

et = gct
t yst

t mod pt, ct ∈ {Ht(e0), Ht(e1), . . . , Ht(en−1)}

where ei = gsi

i yci

i mod pi for i = 0, . . . , n − 1. The above proof is equivalent to
the proof knowledge of st such that

etg
−ct
t = yst

t mod pt, ct ∈ {Ht(e0), Ht(e1), . . . , Ht(en−1)}.

In other words, the real signer should prove knowledge of one of the n loga-
rithms logyt

(etg
−Ht(e0)
t ), . . . , logyt

(etg
−Ht(en−1)
t ). According to [6], this kind of

non-interactive proof of 1-out-of-n knowledge in a concrete discrete logarithm
setting can be easily constructed.
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5 Security Analysis

Before analyzing the security of the above controllable ring signature, we first
point the following simple facts about the basic tools in our scheme without
detailed explanation:

Fact 1. RSign/RVerify is same to the ring signature (all discrete case) proposed
in [2] except that et is inserted in our controllable ring signature.

Fact 2. AIdentify is a zero-knowledge proof of knowledge of (ct, st) satisfying
et = gct

t yst
t mod pt.

Sketch of proof: This protocol is modularly constructed by applying the
paradigm proposed in [5] to the honest-verifier zero-knowledge proof of knowl-
edge of the opening of the Pedersen’s commitment[13]. In more details, the veri-
fier first present the commitment e′ of the value t1 and then proves the knowledge
of the opening. Next, the prover proves that he knows the opening of e′ or et.
The fact that Adentify is zero-knowledge proof of knowledge of (ct, st) can be
modularly derived from the paradigm [5]. Here we omit the proof from scratch.

Fact 3. SSign /SVerify is transformed from the identification protocol based DLP
(Here the public key is et = gct

t yst
t and (ct, st) is the secret key)due to Okamoto

[13] via the Fiat-Shamir technique [8].

Based on the above facts, we can easily analyze the security of our proposed
controllable ring signature informally.

Theorem 1. The above scheme is unconditionally anonymous.

Proof. (1). From the probabilistic process of RSign, we can see that: (a) all
si, 0 ≤ i ≤ n−1, are randomly distributed in Zqi ; (b) et is randomly distributed
in Zpt since st ∈R Zqt and ek is randomly distributed in Zpk

; (c) c0 is also
fixed when L = {pki}n

i=1, m, et, ek, s0, . . . , sn−1 are fixed. So for fixed L, m, the
distribution of (et, c0, s1, . . . , sn−1) is independent of the public key of the real
signer.

(2). First, the protocol AIdentify is zero-knowledge secure against cheating
verifiers. Especially, the proof is witness-indistinguishable since the proof is in-
dependent of which of {(ct, st)|et = gct

t yst
t mod pt} used by the prover. Second,

the linkable signature (z, r1, r2) is determined by the random chosen (t1, t2) and
independent of which of {(ct, st)|et = gct

t yst
t mod pt} used by the signer. So

there is no information of (ct, st) leaked through the protocol AIdentify and the
linkable signatures.

Combining (1) and (2), we can see that for a controllable ring signature, the
ring signature itself, the anonymous proof of authorship and the linkable signa-
tures are all independent of which of (ct, st) in {(ct, st)|et = gct

t yst
t mod pt}. So

we can conclude that the identity of the real signer is unconditionally protected
as long as the real signer does not exposes his identity to the verifier. ��

Theorem 2. The above scheme is uncontrollable.
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Proof. Let σ = (c0, s0, . . . , sn−1; pkt, et; pk0, . . . , pkn−1) be a controllable ring
signature where et = gct

t yst
t mod pt.

From the Fact 2,3, it is obvious that the attacker can control a controllable
ring signature through any of AIdentify, SSgin, Convert only if he know (ct, st)
s.t. et = gct

t yst
t mod pt. However, before the real signer publishes (st, ct), ct is

unconditionally hidden in et. And the attacker cannot get (ct, st) by accessing the
oracle corresponding to AIdnetify since AIdentify is zero-knowledge. Neither can
the attacker get (ct, st) by querying the OS oracle because of Fact 3. So before
(ct, st) is public, no non-signer can control the controllable ring signature.

According to CVerify, if (σ, st) and (σ, s′t) are valid converted ring signatures
due to Ak and Ak′ respectively, then we have et = gct

t yst
t = gct

t yst
t mod pt where

et = Ht(gsk

k yck

k mod pk), e′t = Ht(g
sk′
k′ y

ck′
k′ mod pk′). By two different opening

of the same et, the trapdoor loggt
yt can be easily derived. However, in our

scheme, it is infeasible for one to compute loggt
yt. So after a controllable ring

signature σ is converted, any non-signer cannot prove that σ was not generated
by Ak. ��

Theorem 3. In the random oracle model, our controllable ring signature scheme
is I-unforgeable against non-ring-members if Abe et al.’s ring signature is existen-
tially unforgeable against adaptive chosen-message and public key attacks.

Proof. After comparing the definitions of the I-unforgeability and the unforge-
ability in [2], and the two ring signing algorithms of RSign in Section 3.1 and
RSign′ in Section 4, it is straightforward to derive the conclusion. ��

Theorem 4. Our controllable ring signature scheme is II-unforgeable if the
signature scheme in Section 3.3 is existentially unforgeable against adaptively
chosen-message attacks.

Proof. For the formal definition of existential unforgeability against adaptively
chosen-message attacks, we refer the readers to [9]. Let F1 be the II-forger at-
tacking our controllable ring signature scheme. We will use it to construct a
(adaptively chosen-message attacker) forger F2 attacking the signature scheme
in Section 3.3. The challenger for F2 provides the signing public key pk, the com-
mitting public key pkt = (pt, qt, gt, yt, Ht) and the signing oracle which returns
a valid signature on the queried message.

First, F2 simulates the ring L in which one is the the public key pk and the
others are generated by himself using Genkey. Here note that for the public keys
generated by himself, F2 knows the secret keys. F2 initialize F1 by sending the
ring L and the public key pkt = (pt, qt, gt, yt, Ht). Second, when F1 queries the
signing oracle OCR on the message m, the ring L = {pk0, pk1, . . . , pk|L|−1} ⊂ L,
and the public key pkk ∈ L, F2 will simulates the converted ring signature
due to pkk as follows. If pkk �= pk, with the secret key skk relative to pkk,
F2 uses RSign and Convert to generate a converted ring signature and returns
it. If pkk = pk, F2 queries its challenger on the message m′ = (L, m, g

αk−1
k−1 )

where αk−1 ∈R Zqk−1 . After receiving the signature (ck, sk, r), F2 computes ek =
gsk

k yck

k mod pk and et = g
Ht(ek)
t yr

t mod pt, and sets ck+1 = Hk+1(L, m, ek, et).
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Then, for i = k + 1, . . . , |L| − 1, 0, . . . , k − 2, F2 selects si ∈R Zqi and com-
putes ci+1 = Hi+1(L, m, gsi

i yci

i , et). For i = k − 1, compute sk−1 = αk−1 −
ck−1xk−1 mod qk−1. Now F2 returns the converted signature (σ, r) where σ =
(c0, s0, . . . , sn−1; pkt, et; pk0, . . . , pkn−1). It is obvious that the converted ring
signatured (σ, r) is valid only if (ck, sk, r) is a valid signature.

Third, when F1 queries the corrupting oracle OK on the public key in L, F2
returns the secret key if this public key is generated by F2. Otherwise, F2 aborts.

At last, F1 returns a converted ring signature (σ, r) due to pkk on the message
m, the ring L ⊂ L. Let σ be (c0, s0, . . . , sn−1; pkt, et; pk0, . . . , pkn−1). If pkk = pk,
then F2 returns (ck, sk, r) as the signature on the message m′ = (L, m, ek−1). If

pkk �= pk, F2 aborts. Here, it is obvious that ck=H(L, m, ek−1, g
Ht(g

sk
k y

ck
k mod pk)

t

yr
t mod pt) if (σ, r) is valid converted ring signature due to pkk.
Now, we analyze the probability that F2 does not aborts. Note that in the

above simulation, all the public keys in the L play the same roles and pk cannot
be distinguished from the other public keys. Since at least one public key in
the L is not corrupted, so the probability that the public key pk is not queried
on the oracle OK is at least 1

|L| . The probability that F1 returns the converted
ring signature corresponding to pk is at least 1

|L| . So The probability that F2

does not aborts is at least 1
|L|2 . Since a valid converted ring signature (σ, r)

implies that ck = Hk(L, m, ek−1, g
Ht(g

sk
k y

ck
k mod pk)

t yst
t mod pt), ck, sk, r is just

a digital signature with respect to the signature scheme in Section 3.3 with the
public key pkk and the message m′ = (L, m, ek−1). So if F1 can succeed in
forging a valid converted ring signature with probability larger than ε1, then F2
succeeds in attacking the digital signature scheme in Section 3.3 with probability
ε2 ≥ 1

|L|2 ε1. By Lemma 1, the II-unforgeability of our controllable ring signature
is obtained. ��

6 Conclusion

In this paper, we revisited the classic application of a ring signature in leaking
secrets and point out a list of problems unsolved by a standard ring signature.
Motivated these problems, we formalized a new cryptographic concept called
a controllable ring signature and propose a concrete scheme. This extension of
a standard ring signature can fully ensure the interests of the real signer: (1)
the real signer remains unconditional anonymous as long as he does not remove
anonymity; (2) only the real signer can control the ring signature: only he can
anonymously prove the authorship, generate a linkable ring signature or convert
it. On the other hand, a ring member is rightly restricted since he can not gener-
ate a controllable ring signature and convince one that it is generated by others.

Acknowledgement. Wewould like to express our gratitude thanks toDr.YongLi
and the anonymous referees of WISA 2006 for their invaluable suggestions to
improve this paper.
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Abstract. In wireless sensor networks, many sensor nodes form self-
organizing wireless networks. The sensor nodes in these networks only
have limited computation and communication capacity, storage and en-
ergy. In this paper, we propose a novel user authentication and key agree-
ment scheme suitable for wireless sensor network environments. The main
merits include: (1) the shared keys generation and management between
all participants is flexible and simplified; (2) a sensor node only needs to
register in a key center and can generate shared keys and exchange ses-
sion keys with the other participants in the corresponding domain of the
base station; (3) an installer can freely choose and change the password
installed in a sensor node for protecting this node when it is installed or
the battery of the node must be replaced; (4) the communication and
computation cost is very low; (5) any two participants can authenticate
each other; (6) it can generate a session key agreed by any two partic-
ipants; (7) an installer can freely add new nodes to a sensor network
after some nodes have already been installed in it; (8) our scheme is a
nonce-based scheme which does not have a serious time-synchronization
problem.

Keywords: key distribution, authentication, shared key distribution,
session key agreement, sensor networks, network security.

1 Introduction

In wireless sensor networks, thousands to millions of small sensors form self-
organizing wireless networks which can be used for various applications, e.g.
home, health or military [1]. The sensor nodes in these networks only have limited
computation and communication capacity, storage and energy. In addition to
the research for making sensor networks feasible, many researches are placed on
security. It is important to provide a secure wireless communication since the
messages transmitted in this environment are tapped, forged, and replayed easily.

In 2002, Perrig et al. [22] proposed a security protocol suit SPINS suitable for
wireless sensor networks. SPINS provides two security building blocks: SNEP
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and μTESLA. SNEP provides data confidentiality, two-party data authentica-
tion, and data freshness. μTESLA provides authenticated broadcast for limited
resource environments. In 2003, Huang et al. [9] proposed a hybrid authenticated
key establishment scheme based on a combination of elliptic curve cryptosystems
and symmetric key cryptosystems. The computation cost of this scheme is still
high since it uses public key cryptosystems. In 2004, Park et al. [21] proposed
a lightweight security protocol LiSP for wireless sensor networks. The shared
key distribution and the session key agreement between any two nodes are not
addressed in [21]. The major contribution of LiSP is providing an efficient pro-
tocol for distributing group key to sensor nodes in a self-organizing network.
The basic assumption in [21,22] is that a shared master key must be securely
installed between each sensor node and the nearest base station in advance be-
fore these proposed schemes can be used. This approach is straight-forward, but
is complicated for managing all these shared random keys when the number of
sensor nodes is very large. In 2005, Chan et al. [5] proposed a peer intermedi-
ary key establishment scheme in wireless sensor networks. In this scheme, any
two nodes will be pre-distributed two shared keys with the particular trusted
third intermediary node. These two nodes will exchange a shared key via this
trusted third intermediary node. The major drawback of the key pre-distribution
schemes is that when some sensor nodes are compromised, the fraction of total
communication compromised in passive or active attacks is high [4,5,7,15].

Before two participants can have secure communication, a session key must
be agreed for protecting subsequence communications [2,12,27]. In [5,22], they
proposed a simple key distribution protocol between two nodes. The proposed
schemes in [5,22] is a key exchange scheme, not a key agreement scheme since
the exchanged shared key between two sensor nodes is randomly chosen by the
nearest trusted base station or by one node. Also, if this scheme is only used
for one transaction, then the session key exchange for each session must be done
with the assistance of the base station [22] or be redone by all participants [5].

For basic efficient and security requirements, the following criteria are im-
portant for user authentication and key agreement schemes between any two
participants in wireless sensor network environments [1,5,9,22,27].

C1: Flexible shared keys generation: The shared keys generation and
management between any two participants must be flexible and simplified since
the number of sensor nodes is very large.

C2: Single registration: A sensor node only needs to register in a single
key center and can exchange session keys with the other participants.

C3: Freely chosen password: An installer can freely choose and change
the memorizable password installed in the sensor node for protecting this node
when it is installed or the battery of the node is replaced.

C4: Low communication and computation cost: Since limited computa-
tion and communication capacity, storage and energy constrains of sensor nodes,
they can not offer a powerful computation capability and high bandwidth.

C5: Mutual authentication: Any two participants can authenticate each
other in session key agreement.
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C6: Session key agreement: Any two participants can negotiate a session
key for being used in subsequent communications.

C7: Dynamic participation: An installer can freely add new nodes to a
sensor network after some nodes have already been installed in it.

C8: No time synchronization problem: Due to the limited computation
and communication power of sensor nodes, it is hard to provide a logical time
clock among all sensor nodes.

In this paper, we propose an efficient user authentication, shared key man-
agement and session key agreement scheme for wireless sensor network envi-
ronments. Our scheme is very efficient since our scheme only uses one-way hash
functions and the symmetric cryptosystems. Our scheme can satisfy all the above
eight criteria.

The remainder of this paper is organized as follows. In Section 2, we describe a
high-level system architecture for our proposed wireless sensor network environ-
ment. In Section 3, we present our user authentication, shared key management
and session key agreement scheme suitable for wireless sensor networks. In Sec-
tion 4, the security analysis for our proposed scheme is given. The performance
consideration for our proposed scheme is given in Section 5. In Section 6, we
make a discussion. Finally, a concluding remark is given in Section 7.

2 System Architecture

In this section, we describe a general high-level system architecture for our pro-
posed wireless sensor network environment. Our proposed architecture is devised
from the architecture used in [21,22]. In our architecture, some sensor nodes in
a nearby region form a self-organizing network and establish routing forest with
the nearest base station as the root of every tree. In each self-organizing tree,
periodic transmission of beacons allows near nodes to create a routing topol-
ogy to the nearest base station which can be connected to the outside network
containing the key distribution center or called the registration center [21,22].
Each sensor node can send, forward a message to the nearest base station, and
receive the message to it. The base station can send messages to a specific node
via efficient ad-hoc routing [21,22] or globally addressable routing [8,18,23]. The
registration center can issue shared keys to all participants including sensor
nodes and base stations. A sensor node must register in the registration center
to get a shared key and can do communications with other sensor nodes or the
nearest base station via ad-hoc routing [21,22] or globally addressable routing
[8,18,23]. Any base station can share a secret key with the registration center via
current well-used key distribution schemes. In general, there are five communica-
tion patterns within this environment: (1) node to base station communication,
e.g. sensor reading, (2) base station to node communication, e.g. requests, (3)
node to node communication, e.g. self-organizing network communication, (4)
base station to all nodes, e.g. queries, and (5) node broadcast, e.g. routing infor-
mation updating. We use the strong node-compromised attacker model adopted
by the previous key distribution schemes [4,5,7,15], in which the sensor nodes
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can be installed in untrusted locations and assume that the attacker can compro-
mise a fraction of all sensor nodes in the network and get the secret information
stored within them. We assume that the computation and communication power
of base stations and the registration center is large, and base stations and the
registration center can be protected properly and be trusted.

3 User Authentication and Key Agreement in Wireless
Sensor Networks

There are three kinds of participants in our user authentication and key man-
agement protocol: sensor nodes, base stations, and the registration center. Let
Si denote sensor node i, Bk denote the base station k, and RC denote the regis-
tration center. Let IDSi be a unique identification of Si and IDBk

be a unique
identification of the base station Bk. Let “X → Y : Z” denote that a sender X
sends a message Z to a receiver Y , Ek(m) denote the ciphertext of m encrypted
using the secret key k of some secure symmetric cryptosystem [19], Dk(c) de-
note the plaintext of c decrypted using the secret key k of the corresponding
symmetric cryptosystem [19], “||” denote the conventional string concatenation
operator and ⊕ denote the bitwise exclusive-or operator. Note that the proper
encryption mode needs to be used, such as the Cipher Block Chaining (CBC)
mode [25]. Let h be a public one-way function [20]. Let x be the master secret
key kept secretly by the registration center RC. Let δk = h(x||IDBk

) be the
secret key shared by Bk and RC. The shared secret key δk = h(x||IDBk

) can be
computed by RC and sent to Bk securely after Bk registered at RC.

Registration Phase: Assume Si submits his identity IDSi and his password
PWSi to RC for registration. If RC accepts this request, he will perform the
following steps:

Step 1: Compute Si’s secret information αi = h(x||IDSi) and βi = αi ⊕ PWSi .
Step 2: Store IDSi and βi to the EEPROM of the sensor node and install this
sensor node at the suitable place. After installed this sensor node, the installer
can input the password PWSi to the sensor node via some simple user interface.
Then the sensor node will compute αi = βi ⊕ PWSi . The shared key αi then
is stored in the RAM of the sensor node. If the battery replacement process is
done, the shared key αi is erased. The installer needs to reinput the password
PWSi to the sensor node to recompute the shared key αi = βi ⊕ PWSi or just
uses a default password for convenience.

Shared Key Inquiry Phase: If Si wants do secure communication with other
Sj in the self-organizing network or the nearest base station Bk. Si and Sj must
share a secret key λi,j,k for user authentication and key agreement. Also, Si and
Bk must share a secret key μi,k for user authentication and key agreement. Si can
compute the shared secret keys λi,j,k and μi,k from αi, IDBk

and IDSj when he
does user authentication and key agreement. If Sj has not the shared key λi,j,k,
he must query it from Bk. If Bk has not the shared secret key μi,k, he must query
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it from the registration center RC and RC will compute μi,k = h(αi||IDBk
),

and then sends μi,k to Bk. Then Bk can compute λi,j,k = h(μi,k||IDSj ) and send
λi,j,k to Sj . In this phase, they will perform the following steps:

Step 1: Sj → Bk : N1, IDSi , IDSj

Step 2: Bk → RC : N2, IDBk
, Eδk

(IDSi , KR, h(IDSi||IDBk
||KR||N2))

Step 3: RC → Bk : Eδk
(μi,k, h(IDSi ||IDBk

||KR||N2||μi,k))
Step 4: Bk → Sj : Eμj,k

(λi,j,k, h(IDSi ||IDBk
||IDSj ||KR||N1||λi,j,k))

In Step 1, Sj sends a nonce N1, the identifications IDSi , IDSj to his nearest
base station Bk, where N1 is for freshness checking.

Upon receiving the message in Step 1, Bk first checks if μi,k is in his shared
keys table. If not, he sends a nonce N2, his identification IDBk

and the encrypted
message Eδk

(IDSi , IDBk
, KR, h(IDSi||IDBk

||KR||N2)) to RC, where KR is
the key request message. If yes, goes to Step 4.

Upon receiving the message in Step 2, RC decrypts the message Eδk
(IDSi ,

KR, h(IDSi||IDBk
||KR||N2)), and checks if the verification tag h(IDSi ||IDBk

||
KR||N2) is valid and the nonce N2 is fresh. If yes, he computes αi = h(x, IDSi),
μi,k = h(αi||IDBk

) and then sends the encrypted message Eδk
(μi,k, h(IDSi ||

IDBk
||KR||N2||μi,k)) back to Bk. Since the nonce N2 is not chosen by RC, for

checking the freshness of the nonce N2 in practical implementation, RC can keep
a recently used nonces table for each base station. Since this phase only does
shared keys inquiry, the replay of the older message only causes RC to resent an
additional encrypted message back to Bk.

Upon receiving the message in Step 3, Bk decrypts the message Eδk
(μi,k, h(

IDSi ||IDBk
||KR||N2||μi,k)) and checks if the nonce N2 is in it for freshness

checking and the verification tag h(IDSi ||IDBk
||KR||N2||μi,k) is valid. If yes,

he records (IDSi , μi,k) in a key table, computes λi,j,k = h(μi,k||IDSj ) and then
sends the encrypted message Eμj,k

(λi,j,k, h( IDSi||IDBk
||IDSj ||KR||N1|| λi,j,k))

back to Sj . If Bk has not the shared key μj,k, he can do shared key inquiry from
RC using the protocol as in step 2 and 3.

Upon receiving the message in Step 4, Sj decrypts the message Eμj,k
(λi,j,k,

h(IDSi ||IDBk
||IDSj ||KR||N1|| λi,j,k)) and checks if the nonce N1 is in it for

freshness checking and the verification tag h(IDSi ||IDBk
||IDSj ||KR||N1|| λi,j,k)

is valid. If yes, he records (IDSi , λi,j,k) in a shared keys table. The shared key
μj,k = h(αj ||IDBk

) can be computed directly from αj and IDBk
.

User Authentication and Session Key Agreement Between Si and Bk:
The following protocol is the nth user authentication and key agreement for Si

with respect to Bk.

Step 1: Si → Bk : N3, IDSi , Eμi,k
(run, h(N3||IDSi ||IDBk

||run))
Step 2: Bk → Si : N4, Eμi,k

(rsn,h(N3||N4||IDSi ||IDBk
||rsn))

Step 3: Si → Bk : Eskn(N4 + 1)

In step 1, Si first computes μi,k = h(αi||IDBk
) and sends his identification

IDSi , a nonce N3 and the encrypted message Eμi,k
(run, h(N3||IDSi||IDBk

||run))
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to Bk. The nonce N3 is for freshness checking. The encrypted message includes
the nth random value run, which is used for generating the nth session key skn,
and the authentication tag h(N3||IDSi ||IDBk

||run), which is for verifying the
identification of Si.

Upon receiving the message in step 1, Bk first checks if μi,k is in his shared
keys table. If not, he does step 2 and 3 of the shared key inquiry to find it.
He then decrypts the message Eμi,k

(run, h(N3||IDSi ||IDBk
||run)) and verifies

if the authentication tag h(N3||IDSi ||IDBk
||run) is valid. If it is valid, Bk sends

a nonce N4 and the encrypted message Eμi,k
(rsn,h(N3||N4||IDSi ||IDBk

||rsn))
back to Si. The encrypted message includes the random value rsn chosen by Bk,
which is used for generating the nth session key skn = h(run||rsn||μi,k), and the
nonce N4, which is for freshness checking.

Upon receiving the message in step 2, Si decrypts the message by computing
Dμi,k

(Eμi,k
(rsn,h(N3||N4||IDSi ||IDBk

||rsn))). He then checks if the authenti-
cation tag h(N3||N4||IDSi ||IDBk

||rsn) is in it for freshness checking. If yes, Si

computes the session key skn = h(run||rsn||μi,k) and sends the encrypted mes-
sage Eskn(N4 + 1) back to Bk.

After receiving the message in step 3, Bk decrypts the message by computing
Dskn(Eskn( N4 + 1)) and checks if the nonce N4 + 1 is in it for freshness check-
ing. Then Si and Bk can use the session key skn = h(run||rsn||μi,k) in secure
communication soon.

User Authentication and Session Key Agreement Between Si and Sj:
The following protocol is the nth user authentication and key agreement for Si

with respect to Sj in the region of the base station Bk.

Step 1: Si → Sj : N5, IDSi , IDBk
, Eλi,j,k

(run, h(N5||IDSi ||IDBk
||run))

Step 2: Sj → Si : N6, Eλi,j,k
(rsn,h(N5||N6||IDSj ||IDBk

||rsn))
Step 3: Si → Sj : Eskn(N6 + 1)

In step 1, Si first computes μi,k = h(αi||IDBk
) and λi,j,k = h(μi,k||IDSj) and

sends his identification IDSi , the identification of the nearest base station IDBk
,

a nonce N5 and the encrypted message Eλi,j,k
(run, h(N5||IDSi ||IDBk

||run)) to
Sj . The nonce N5 is for freshness checking. The encrypted message includes the
nth random value run, which is used for generating the nth session key skn,
and the authentication tag h(N5||IDSi ||IDBk

||run), which is for verifying the
identification of Si.

Upon receiving the message in step 1, Sj first checks if λi,j,k is in his shared
keys table. If not, he does shared key inquiry to find it. He then decrypts the
message Eλi,j,k

(run, h(N5||IDSi ||IDBk
||run)) and verifies if the authentication

tag h(N5||IDSi ||IDBk
||run) is valid by using the shared key λi,j,k. If it is valid, Sj

sends a nonce N6 and the encrypted message Eλi,j,k
(rsn,h(N5||N6||IDSj ||IDBk

||
rsn)) back to Si. The encrypted message includes the random value rsn chosen
by Sj , which is used for generating the nth session key skn = h(run||rsn||λi,j,k),
and the nonce N6, which is for freshness checking.
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Upon receiving the message in step 2, Si decrypts the message by computing
D

λi,j,k
(Eλi,j,k

(rsn,h(N5||N6||IDSj ||IDBk
||rsn))). He then checks if the authen-

tication tag h(N5||N6||IDSj ||IDBk
||rsn) is in it for freshness checking. If yes,

Si computes the session key skn = h(run||rsn||λi,j,k) and sends the encrypted
message Eskn(N4 + 1) back to Sj .

After receiving the message in step 3, Sj decrypts the message by computing
Dskn(Eskn( N4+1)) and checks if the nonce N4+1 is in it for freshness checking.
Then Si and Sj can use the session key skn = h(run||rsn||λi,j,k) in secure
communication soon.

4 Security Analysis

4.1 Mutual Authentication

Let X
K↔ Y denote the player X shares a session key K with the player Y.

Thus mutual authentication is complete between the player X and the player
Y if there is a session key skn such that X believes X

skn↔ Y, and Y believes
X

skn↔ Y for the nth transaction [3]. A strong mutual authentication may add the
following statement: X believes Y believes X

skn↔ Y, and Y believes X believes
X

skn↔ Y for the nth transaction [3].

1. Mutual authentication between Si and Bk

In step 1 of the user authentication and session key agreement between Si

and Bk, after Bk receives the message Eμi,k
(run, h(N3||IDSi ||IDBk

||run)),
Bk will compute Dμi,k

(Eμi,k
(run, h(N3||IDSi ||IDBk

||run))) using the shared
key μi,k of Si and Bk. Then Bk can check if this authenticator h(N3||IDSi ||
IDBk

||run) is valid. If yes, Bk chooses a random number rsn and can com-
putes the nth session key skn = h(run||rsn||μi,k) and believes Si

skn←→ Bk. In
step 2, upon receiving the message Eμi,k

(rsn,h(N3||N4||IDSi ||IDBk
||rsn)),

Si decrypts the message Dμi,k
(Eμi,k

(rsn,h(N3||N4||IDSi ||IDBk
||rsn))) and

confirms if this message contains the authenticator h(N3||N4||IDSi ||IDBk
||

rsn). If yes, Si generates a session key skn = h(run||rsn||μi,k) and believe

Si
skn←→ Bk. Since N3 is chosen by Si, Si will believes Bk believes Si

skn←→ Bk.
In step 3, after Bk receiving Eskn(N4 + 1) , he will decrypt this message
Eskn(N4 +1) with the nth session key skn and get N4 +1. Then Bk checks if
N4 which is sent by him is correct. If yes, Bk believes Si believes Si

skn←→ Bk.
2. Mutual authentication between Si and Sj

In step 1 of the user authentication and session key agreement between Si and
Sj , after Sj receives the message Eλi,j,k

(run, h(N5||IDSi ||IDBk
||run)), Sj

will compute Dλi,j,k
(Eλi,j,k

(run, h(N5||IDSi ||IDBk
||run))) using the shared

key λi,j,k of Si and Sj in the region of base station Bk. Then Sj can check if
this authenticator h(N5||IDSi ||IDBk

||run) is valid. If yes, Sj chooses a ran-
dom number rsn and can computes the nth session key skn = h(run||rsn||
λi,j,k) and believes Si

skn←→ Sj . In step 2, upon receiving the message
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Eλi,j,k
( rsn,h(N5||N6||IDSj ||IDBk

||rsn)), Si decrypts the message Dλi,j,k

(Eλi,j,k
( rsn,h(N5||N6||IDSj ||IDBk

|| rsn)))and confirms if this message con-
tains the authenticator h(N5||N6||IDSj || IDBk

||rsn). If yes, Si generates a

session key skn = h(run||rsn||λi,j,k) and believe Si
skn←→ Sj . Since N5 is cho-

sen by Si, Si will believes Sj believes Si
skn←→ Sj . In step 3, after Sj receiving

Eskn(N4+1), he will decrypt this message Eskn(N4+1) with the nth session
key skn and get N4 +1. Then Sj checks if N4 which is sent by him is correct.

If yes, Sj believes Si believes Si
skn←→ Sj .

4.2 Session Key Agreement

The nth session key skn = h(run||rsn||μi,k) used between Si and Bk is known
to nobody but Si and Bk, since the random values run, rsn are randomly chosen
by Si and Bk and are encrypted by the shared key μi,k. Also, the nth session
key skn = h(run||rsn||λi,j,k) used between Si and Sj is known to nobody but
Si and Sj , since the random values run, rsn are randomly chosen by Si and Sj

and are encrypted by the shared key λi,j,k.

4.3 Withstanding Attacks

We prove our user authentication and key distribution scheme can resist to the
following attacks.

1. The dictionary attack [2]
In the user authentication and session key agreement between Si and Bk, for
deriving the session key skn, the adversary must know run, rsn and μi,k but
the shared key μi,k is only kept secretly by Si and Bk and the registration
center RC. The adversary can not get the session key skn, since run and rsn

are randomly chosen and protected by the shared key μi,k and the entropy of
run, rsn or μi,k is very large. Also, in the user authentication and session key
agreement between Si and Sj , for deriving the session key skn, the adversary
must know run, rsn and λi,j,k but the shared key λi,j,k is only kept secretly
by Si and Sj , the base station Bk and the registration RC. The adversary
can not get the session key skn, since run and rsn are randomly chosen and
protected by the shared key λi,j,k and the entropy of run, rsn or λi,j,k is
very large.

2. The replay attack [26]
The replay attack is replaying the messages to fool the other party. Our
proposed scheme can provide an ability to avoid this attack. In the user
authentication and key agreement phase between Si and Bk, the nonces
N3, N4 are used to resist the replay attack. In the user authentication and
key agreement phase between Si and Sj , the nonces N5, N6 are used to resist
the replay attack. In the shared key inquiry phase, the nonces N1 and N2
is used for Bk and RC to resist the replay attack. Also, in the shared key
inquiry phase, RC only does the reply of shared keys inquiry. The replay of
an older message only causes RC to resent an additional encrypted message
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back to Bk. This encrypted message can not be decrypted by the adversary
without the corresponding secret key. Since the nonce N2 is not chosen by
RC, for checking the freshness of the nonce N2 efficiently, RC can keep a
recently used nonces table.

3. The modification attack [28]
Upon receiving the message N3, IDSi , Eμi,k

(run, h(N3||IDSi ||IDBk
||run))

in step 1 of the user authentication and session key agreement between Si

and Bk, the adversary can not alter this message since the adversary does
not have the shared key μi,k. If the adversary modifies the message, Bk

will reject this message. In the other hand, Si also can observe the original
message whether it is modified by the adversary. Also, Upon receiving the
message N5, IDSi , IDBk

, Eλi,j,k
(run, h(N5||IDSi ||IDBk

||run)) in step 1 of
the user authentication and session key agreement between Si and Sj, the
adversary can not alter this message since the adversary does not has the
shared key λi,j,k. So this attack on our scheme can be avoided.

4. The man-in-middle attack [25]
Since our proposed scheme can achieve strong mutual authentication, it can
resist this kind of attacks.

5. The insider attack [13]
The weak password PWSi used in our proposed scheme is only for protecting
the corresponding sensor node from being installed by illegal persons. If an
installer thinks this password protecting function is not useful, he can disable
this function. If an installer uses PWSi to register in other servers for his
convenience, the insider of the servers can not impersonate the user to access
other servers if the insiders of these servers do not have the corresponding
secret tokens. If the authentication scheme used in other servers is another
password based verification scheme, the password derived by the insider
attack may work. In this case, we can replace βi = αi ⊕ PWSi with αi ⊕
h(b⊕PWSi) and use the verification method mentioned in [13] for protecting
the weak password being known by RC.

5 Performance Consideration

In this section, we present the efficiency comparison among our proposed scheme
and related schemes [5,9,22]. The comparison is given in Table 1. We assume the
output size of secure one-way hashing functions [20] is 160 bits and the block size
of secure symmetric cryptosystems [19,24] is 128 bits. For security consideration
[9,14], let the modulus for elliptic curves and the Rabin cryptosystem be 160 bits
and 1024 bits respectively. We also let the number of sensor nodes in a sensor
network is n.

In our scheme, the memory needed in a sensor node for storing cryptographic
parameters βi,j in EEPROM is of 160 bits. The memory needed for storing
cryptographic parameters αi,j in RAM is of 160 bits. The total memory is of
320 bits. In [22], the memory needed in the sensor node for storing a shared key
with the base station is of 128 bits. In [9], that for storing its public and private
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Table 1. Efficiency comparison between our scheme and other related schemes

Our scheme Perrig et al. [22] Huang et al. [9] Chan et al. [5]

E1 320 bits 128 bits 768 bits (
√

n − 1)*256 bits

E2 128 bits n*128 bits 1632 bits (
√

n − 1)*256 bits

E3 1 Hash None 2 EC M+1 INV+2 MUL None

E4 None None 1 EC M+1 INV+3 MUL None

E5 2 Sym + 3 Hash None N/A 6 Sym + 6 Hash

E6 6 Sym + 7 Hash 4 Sym + 6 Hash N/A 6 Sym + 6 Hash

E7 4 Sym + 7 Hash 4 Sym + 6 Hash N/A 6 Sym + 6 Hash

E8 4 Sym + 7 Hash N/A 1 SQR+ 6 EC M+1 MUL N/A

E9 512 bits 736 bits N/A 1120 bits

E10 512 bits N/A 3682 bits N/A

E1: Memory needed in a sensor node for cryptographic parameters
E2: Memory needed in the base station for cryptographic parameters
E3: Computation cost of the registration for a sensor node
E4: Computation cost of the registration for a base station
E5: Computation cost of the shared key distribution between a sensor node

and the base station
E6: Computation cost of the shared key distribution between two sensor nodes
E7: Computation cost of authentication and key agreement between two nodes
E8: Computation cost of authentication and key agreement between a node

and a base station
E9: Communication Cost of authenticaion and key agreement between two nodes
E10: Communication Cost of authenticaion and key agreement between a node

and a base station
Hash: Hashing operation EC M: Mutiplication operation over an elliptic curve
INV: Inversion operation Sym: Symmetric encryption or decryption
SQR: Sqaure root operation N/A: Not available

key pair and the implicit certificate is 768 bits. In [5], 2*(
√

n−1) possible shared
keys must be predistributed in each sensor node. The needed memory for each
sensor node is (

√
n − 1)*256 bits.

In our scheme, the memory needed in the base station Bk for storing the
shared key δk with the registration center RC is of 128 bits. In [22], the memory
needed in the base station for storing shared keys with all sensor nodes is of
n*128 bits. In [9], that for storing its Rabin’s public and private key pair and
the implicit certificate is 1632 bits. In [5], similarly to a sensor node, 2*(

√
n− 1)

possible shared keys must be predistributed in the base station. The needed
memory for a base station is 256*(

√
n − 1) bits.

In our proposed scheme, the computation cost of registration for a sensor node
is 1 hash operation and 2 exclusive-or operation. In [9], that for a sensor node is
2 multiplication operations over an elliptic curve, one inversion operation and 2
multiplication operations. That for a base station is 1 multiplication operation
over an elliptic curve, one inversion operation and 3 multiplication operations.

In our proposed scheme, the computation cost of the shared key inquiry phase
for Bk between Si and Bk is 2 symmetric key encryption/decryption operations
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and 3 hash operations. That for Sj between Si and Sj is 6 symmetric key en-
cryption/decryption operations, and 7 hash operations for all participants Sj ,
Bk and RC. In [22], that for two nodes A and B is 4 symmetric key encryp-
tion/decryption operations, and 6 hash operations for all participants A, B and
S. In [5], that for two nodes A and B is 6 symmetric key encryption/decryption
operations, and 6 hash operations for all participants A, B and C. Also, the
key distribution between the base station and any node is the same with that
between any two nodes.

In our proposed scheme, the computation cost of user authentication and
key agreement between Si and Bk in our scheme is 4 symmetric encryption/
decryption operations and 6 hash operations. Also, the computation cost of user
authentication and key agreement between Si and Sj in our scheme is 4 sym-
metric key encryption/decryption operations and 7 hash operations. Also, for
implicit mutual authentication [27], step 3 can be delayed to the subsequent
private communication. In [22], that between Si and Sj is 4 symmetric key
encryption/decryption operations and 6 hash operations if the shared key dis-
tribution method is used. In [9], that between a sensor node and a base station
is 1 square root operation, 6 multiplications operations over an elliptic curve,
and 1 multiplication operation. In [5], that between Si and Sj is 6 symmetric
key encryption/decryption operations and 6 hash operations if the shared key
distribution method is used.

In our proposed scheme, the communication cost of the user authentication
and key agreement between Si and Bk for cryptographic parameters Eμi,k

(run,
h( N3||IDSi||IDBk

||run)) and Eμi,k
(rsn,h(N3||N4||IDSi ||IDBk

||rsn)) is (96+160)
+ (96+160)=512 bits, where run and rsn can both be of 96 bits. Step 3 can be
delayed to the subsequent private communication for implicit mutual authentica-
tion [27]. Also, the communication cost of the user authentication and key agree-
ment between Si and Sj for cryptographic parameters Eλi,j,k

(run, h(N5||IDSi ||
IDBk

||run)) and Eλi,j,k
(rsn,h(N5||N6||IDSj ||IDBk

||rsn )) is 512 bits. In [22],
that between Si and Sj for cryptographic parameters MAC(KBS , NA||NB||A||B),
{SKAB}KAB , MAC(KAS, NA||B||{SKAB}KAB ), {SKAB}KBS and MAC(KBS ,
NB||A||{SKAB}KBS) is 736 bits. In [9], that between Si and the base station for
cryptographic parameters is 3682 bits. In [5], that between Si and Sj for crypto-
graphic parameters EKAC {A, B, KAB}, MACKAC (EKAC {A, B, KAB}), EKBC {A,
B, KAB}, MACKBC (EKBC {A, B, KAB}), EKAC {A, B, NB} and MACKAB (EKAB

{A, B, NB}) is 1120 bits.
We summarize the complexity and functionality of our proposed scheme and

related schemes in Table 2. Our scheme can satisfy all listed functions and has
low computation and communication cost.

In our proposed scheme, each node Si only needs to register in the registration
center once and then can use the shared secret key αi to generate all shared keys
λi,j,k or μi,k with other nodes Sj or the base station Bk respectively. The shared
master key between a node and the base station must be inputted and managed
by the administrator and recorded by a secret table in [22]. This approach is
complicated when the number of sensor nodes is large. In [9], the shared key
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Table 2. Functionality comparison between our scheme and other related schemes

Our scheme Perrig et al. [22] Huang et al. [9] Chan et al. [5]

C1 Yes No Partially No

C2 Yes No Yes No

C3 Yes No No No

C4 Very low Very low High Very Low

C5 Yes Yes Yes Partially

C6 Yes Patially Yes Partially

C7 Yes Yes Yes No

C8 Yes Yes Yes Yes

C9 Yes Yes N/A Yes

C10 Yes No Yes No

C1: Flexible shared key generation between two particiapants
C2: Single registration
C3: Freely chosen password
C4: Communication and computation cost
C5: Mutual authentication for session key agreement
C6: Session key agreement
C7: Dynamic participation for a node
C8: No serious time synchronization problem
C9: Shared key distribution between two nodes
C10: No shared keys table in a node or the base station
N/A: Not available

generation is addressed between a sensor node and a base station. The shared key
generation is not addressed between two nodes. In [5], the shared key generation
is not flexible, that is, once the nodes are installed in a sensor network, no extra
node can be added to it.

In our proposed scheme, a sensor node only needs to register in the regis-
tration center once and can use the received secret information to generated
all shared master keys with the nodes and all potential nearest based stations.
In [9], once a node or a base station gets his certificate and private key from
the certificate authority, they can use them to do key establishment. The sin-
gle registration function is not provided by the schemes in [5,22]. Also, the
weak password protecting mechanism for the secret token is not provided in
[5,9,22]. In our proposed scheme and [5,22], the communication and computa-
tion cost is very low since only symmetric cryptosystems and one-way functions
are used.

In [5,22], a simple node-to-node key exchange scheme was proposed. This
scheme is not a key agreement scheme since the final session key is controlled by
the based station or only one node, not agreed by two specific nodes. In [5], all
potential shared keys with other nodes must be installed in a node in advance.
This approach can not allow a new node to join a sensor network after this sensor
network has been deployed.

In our proposed scheme, the shared key between two nodes or one node and the
base station can be computed by Si or queried from Bk. Each participant does
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not need to keep a shared key table in advance. In [9], public key cryptosystems
are used to exchange shared keys. It also does not need to keep a shared key
table in advance.

6 Discussion

Our proposed scheme only provides efficient user authentication, session key
agreement, and flexible shared key management between all the participants of
a sensor network. Broadcast authentication, data authentication, data freshness,
authenticated routing are not addressed in our scheme. The schemes proposed
in [21,22] can be directly used in our scheme after the shared key distribution
between related two nodes is finished.

Only symmetric cryptosystems and one-way hashing functions are used in our
proposed scheme. Our approach is very efficient in communication and computa-
tion. It does not need to base on any assumed hard number theoretical problem,
e.g., the discrete logarithm problem or the factoring problem [14]. In additional
to the security consideration, the hardware constrains make it impractical to use
asymmetric cryptographic systems in a limited resources sensor node for hold-
ing security parameters and cryptographic programs [16,22]. To save program
memory, a one-way hash function or a pseudo random number generator can be
easily implemented from a symmetric cryptosystem [17,22].

In our scheme, for improving the repairability mentioned in [10,13], the secret
value αi = h(x||IDSi) stored in each Si can be replaced with the new formula
αi = h(x||IDSi ||t), where t is the number of times that Si has revoked his used
master secret key αi. But this approach will need RC to record the number t in
his database or Si to send it to the base station when requests.

The password changing procedure proposed in [13] can be directly used in our
proposed scheme for changing or disabling the passwords stored in sensor nodes.

Like the schemes in [12], we do not provide the perfect forward secrecy in our
proposed key agreement scheme between two participants, since it may cause a
result of lower performance and increased computation and communication cost.
If this property is really required, and the computation and communication ca-
pacity, storage and energy constrains can be allowed to do it, the Diffie-Hellman
algorithm [6] can be directly used in our scheme as in the schemes [12].

In the strong node-compromised attacker model [4,5,7,15], the attacker may
compromise some sensor nodes which are installed in untrusted locations and
may get the secret information stored within them. In our scheme, if the ad-
ministrator find a node is compromised, he only needs to notify all participants
this information. All the other workable nodes or the base station will deny the
request of this compromised node, reconstruct the routing tree, and can work
properly. If no one find that the node has already been compromised, then the
attacker may get the secret information αi and βi and then can only imper-
sonate this node. It seems impossible to prevent this attack if no other security
mechanism is supported, e.g. a surveillance system to monitor if some person
can physically touch the compromised sensor node.
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7 Conclusion

In this paper, we have proposed an efficient user authentication and key agree-
ment scheme for wireless sensor network environments. In our scheme, the shared
key generation between any two participants is simplified and flexible when the
number of sensor nodes is large. Our scheme also has low computation and com-
munication cost for user authentication and key agreement by only using one-
way hash functions and symmetric cryptosystems. It is very suitable in wireless
sensor networks with only limited computation and communication capacity,
storage and energy. In our proposed scheme, an installer can freely add a new
node to a sensor network after this sensor network has been deployed. Also,
our proposed scheme can solve the serious time-synchronization problem in a
distributed environment since our proposed scheme is nonce-based.
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Abstract. Despite many advantages of identity (ID)-based cryptosys-
tems in removing certificates of public keys over the traditional public
key cryptosystems (PKC), some problems related to the inherent key
escrow property, user authentication and the need for the confidential
channel for private key distribution remain as important issues to be re-
solved. In this paper, we propose a new key issuing scheme reasonably
reducing the burden employed to a trust key issuing authority called
key generation center (KGC) in checking the identifications of all users
maintained by the KGC by means of separating the duties of the KGC;
user identification function by a local trust authority, and private key
extracting and issuing function by the KGC, respectively. Furthermore,
our scheme provides secure transmission channel through blinding tech-
nique between the KGC and users, and deals efficiently with the key
escrow problem. Hence, our scheme makes ID-PKC more applicable to
real environment, and cover the wider area.

1 Introduction

In order to simplify certificate management related to guaranteeing user’s public
key, Shamir introduced the concept of ID-based cryptography in 1984 [19], and
Boneh and Franklin presented the first fully practical and secure identity (ID)-
based encryption scheme (IBE) in 2001 [6]. In ID-based public key cryptography
(ID-PKC), an entity’s public key is directly derived from its identity information
such as name, E-mail address and IP address, etc. The corresponding private key
for the entity is generated by a trusted third party called key generation center
(KGC) and is handed to each user through a secure channel. Direct derivation of
public keys from publicly known identifier in ID-based cryptography eliminates
the need for the certificates of public keys generated and assured by certification
authority (CA) and some of the problems associated with them, such as “certifi-
cate revocation problem”. Furthermore, even before the receiver obtains his/her
private key from the key generation center (KGC), a sender can send a message
securely, being encrypted using receiver’s public key.

However, since entities’ private keys should be issued authentically and deliv-
ered confidentially in ID-based cryptosystem, the KGC must verify each user’s
physical identity by itself and deliver the user’s private key securely to the cor-
rect entity as shown in [6], [7] and [14], which makes user authentication and

J.K. Lee, O. Yi, and M. Yung (Eds.): WISA 2006, LNCS 4298, pp. 30–44, 2007.
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private key distribution challenging. In particular, when ID-PKC is applied to
open groups in a large area, to confirm each user’s physical identity becomes
a considerable load on the KGC. In addition, the KGC probably needs off-line
process in order to check the user’s physical identity, then that is quite a burden
especially for the user who is in the far distance from the KGC, since it takes a
lot of cost of time and distance.

Also, there is another inevitable problem that each entity’s private key is
known to the KGC, i.e., the private key escrow is inherent in this system, which
make true non-repudiation impossible due to the KGC’s capability to be able
to forge any entity’s signatures or to decrypt any ciphertext. Several schemes
which aims to solve the key escrow problem have been proposed. The most
general approach among the schemes is to assume the multiple KGCs (Boneh
and Franklin [6], Chen et al. [8], Hess [14]), that is, a role of a master key of one
KGC is distributed to multiple authorities. As a result in these approaches, key
escrow problem occurring from a single KGC can be protected. However, in these
approaches, all multiple KGCs have to check each user’s identity independently,
which is quite a burden, particularly, still more when to identify each entity
but in open society not the case of entities inside a company or a particular
organization, as we mentioned above.

For these reasons, it seems that the use of ID-PKC may be restricted to small,
closed groups or to applications with limited security requirements. Therefore,
eliminating these problems is necessary to make ID-PKC more applicable to real
environment and to enable the ID-PKC to cover the wider area.

In this paper, we introduce a new key issuing scheme reasonably reducing the
burden employed to the KGC in order to check the identifications of all users
maintained by the KGC by way of separating duties of the KGC similar to Chow
et al.’s recent research [20]; user identification function by a trust authority called
local registration authority (LRA), and user’s private key extracting and issuing
function by the KGC after user authentication through simple identification
scheme, respectively. In particular, under the existence of distributed multiple
KGCs, our key issuing scheme is of benefit from the viewpoint of a total system,
because it reduces the load imposed on each of the multiple KGCs in order to
check users’s physical identities independently, by means of applying a simple
identification scheme between the KGCs and users, after only the trusted third
party LRA’s once checking users’ physical identities. Accordingly, our scheme
efficiently works in such an infrastructure to assume the multiple KGCs that
is the most general approach to solve the key escrow problem inherent to ID-
based PKC. Furthermore, we show that the scheme provides secure transmission
channel between the KGCs and users through blinding technique for the KGCs
when to issue keys. Consequentely, our scheme makes ID-PKC more applicable
to real environment, and cover a broad region.

The rest of this paper is organized as follows. First, we describe the related
works on private or partial private key issuing by a trust authority in public key
cryptography. Also, we analysis the security for some key issuing schemes with
weakness. In Section 2, we introduce the preliminary concepts on bilinear pairing
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and some related mathematical hard problems and assumptions. In Section 3,
we present our proposed key issuing protocol and illustrate a plan to solve the
key escrow property in our scheme. In Section 4, we analyze the scheme and
present the security proof. Finally, we conclude the paper with some remarks in
Section 5.

1.1 Related Works and Security Analysis

Several schemes for ID-based key issuing protocols have been proposed, most of
which aimed to solve the key escrow problem.

One model of approaches is to assume the multiple KGCs (Boneh and Franklin
[6], Chen et al. [8], Hess [14]). That is, a role of a master key of one KGC is
distributed to multiple authorities, while entity’s private key extraction process
is varied for each scheme in [6], [8] and [14]. Specifically speaking, in Boneh and
Franklin’s identity-based encryption (IBE) [6], n KGCs are assumed, and each
of n KGCs is given its share si of Shamir’s secret sharing which is distributed
in a t-out-of-n fashion using the techniques of threshold cryptography [11] from
one mater key s ∈ Fq. When generating a user’s private key, each of t chosen
KGCs independently extracts the user’s partial private key with its share si

and responds it to the user. Then the user constructs his/her private key with
each response from the t chosen KGCs along with some appropriate Lagrange
coefficients. In this system, a third party is needed to compute the shares of the
master key in a threshold manner and distribute them to all participant trust
authorities. On the other hand, in [8] and [14], the authorities generate their
own private key by their choice. Accordingly, the third party can be dropped
and then a user’s private key is derived by means of simply summing up each
response of the user’s private key issued from all participant authorities. As a
result in these approaches, key escrow problem occurring from a single KGC can
be protected. However, in these approaches, all multiple KGCs have to check
the user’s identity independently, which is quite a burden, and have to deliver
user’s private key securely, when distributing key.

Another approaches are by using some user-chosen secret information. In 2003,
Gentry [12] proposed a certificate-based encryption (CBE) scheme that does not
require a secure channel for the delivery of the key issued by the trust authority
called certification authority (CA). There, the key issued by CA is in fact the
up-to-date certificate for his/her public key generated by the user with user-
chosen secret information and it is only one part of user’s full decryption key.
The other part of the full decryption key is user’s personal secret key built by
himself/herself using the same secret information. Since the CA does not know
the other part of full decryption key, key escrow problem related with the trust
authority is avoided.

Al-Riyami and Paterson [1] also proposed a new scheme in 2003 called certifi-
cateless public key cryptography (CL-PKC), in which entity’s secret key is con-
structed by scalar multiplying partial private key issued through secure channel
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from KGC by user-chosen secret value, while entity’s public key is constructed by
each user using the same secret value, which needs no certification by the trust
authority and therefore provides only implicit authentication. In an enhanced
scheme in same paper, entity’s partial private key is extracted through technique
such as binding user identifier and user chosen public key as entity’s identity
part. Thus, a cheating KGC who replace an entity’s public key is implicated in a
dispute on the existence of two working public keys for one identity. Also secure
channel for delivering user’s partial private key between the KGC and a user
is no longer required, because an adversary can’t replace the user’s public key
arbitrarily as what he wants.

Certificateless public key cryptography (CL-PKC) shares some common fea-
tures with the self-certificated keys of [13] and with Gentry’s proposed CBE [12]
with respect to the viewpoint of combining some user-chosen secret informa-
tion with trust authority’s master key for key extraction and offering implicit
certification for a public key to be implicitly verified only through the subse-
quent use of the correct private key. However, both CBE and CL-PKC are not
ID-based since their public keys are not determined exclusively by publicly
known information of the user’s identity.

In [16], a new secure ID-based key issuing protocol was proposed, in which a
user’s private key is issued by the KGC and its privacy is protected by multiple
key privacy authorities (KPAs). In the protocol, only the single KGC checks
the user’s identity and then issues a user’s partial private key through a blinded
manner, while other KPAs just cooperate in key generation in a sequential way by
providing key privacy service and their signature for it with the user in a blinded
manner. The scheme in [16] distributes the roles of user identification and key
securing into the KGC and KPAs, respectively. It results in the reduction of the
user identification cost compared to other multiple authority approach because
the only KGC verifies user’s identity and other KPAs need not. Also the scheme
provides a secure channel by blinding parameter between the user and the KGC
or KPAs. However, it requires quite a lot of computation and moreover, it has
some weakness. For example, the scheme is vulnerable to denial-of-service (DoS)
since KPAs can not distinguish the entity’s legitimate key securing request from
an adversary’s malicious request to disrupt the service by overloading it.

Recently in 2005, Chow et al. [20] proposed a new separable and anonymous
identity-based key issuing scheme without secure channel. The scheme for the
first time addressed the anonymity of identity (ID)-based key issuing required in
privacy-oriented applications such as ring signature, where if an adversary gains
such information that which identities have requested the corresponding private
keys, then the anonymity of these privacy-oriented protocols is greatly affected.
Anonymity in key issuing procedure is kept through a variation of blind signa-
ture scheme based on the Gap-Diffie-Hellman group in [4], called “short blind
signature”. Chow et al.’s protocol supports the separation of duties between
a local registration authority (LRA) which is responsible for authentication of
users, and the KGC which is responsible for computing and sending the private



34 S. Kwon and S.-H. Lee

keys to users. A one time password password chosen by a user whose identity
is ID is in advance established between the LRA and the user after the off-line
authentication. Then, such a tuple (ID,password) is sent to the KGC and stored
in the KGC’s database of “pending private key” for key issuing.

However, this scheme has a defect in its design on account of keeping anonymity.
Specifically, whenever a user requests a blinded private key extraction and
presents the KGC a tuple (rH(ID), r−1H(password)) which is one time password
and an identity blinded by randomly chosen number r (where H : {0, 1}∗ → G
is a one-way hash function into a GDH group G of a prime order), the KGC must
look up all tuples in database in order to check a validity of the request. In fact,
on account of blindness of the tuple sent, the KGC can’t discern that which tuple
in database is the corresponding tuple to be compared with the presented tuple
for the pairing value. Hence, the KGC can find the matching pairing value only
after computing values for pairing operation of all the tuples. In particular, fol-
lowing scenario shows more serious situation; After an adversary intercepts the
message(i.e. the tuple) between KGC and a user, he/she requests key-issuing with
the same tuple or the tuple altered but having same pairing value with the original
tuple (it is easy in this scheme). Since that attack is not detected by the KGC, the
KGC provides the key issuing service and removes the tuple having the same pair-
ing from the database of “pending private key”. In this case, the legitimate user
can not receive the key-issuing service and the KGC wastes its efficiency looking
up the database.

In the same year, another key issuing scheme in ID-based cryptosystems was
proposed in [10], which is similar to [16] in that a user’s private key is issued
by the KGC and its privacy is protected by the multiple KPAs and that only
the single KGC checks the user’s identity and issues the user’s partial private
key, while other KPAs just cooperate in key privacy service through blinding
technique to avoid the need for a secure channel. However, the key privacy
services by KPAs in [10] are independently carried out in parallel different from
the sequential process in [16]. But it has the same weakness as the one in [16].
For example, if the KGC intends to extract a user’s private key, it is possible for
the KGC to get the key privacy service from the KPAs by sending a purported
user’s partial private key blinded with its own chosen secret value, due to lack
of process for user authentication. The scheme is also vulnerable to denial-of-
service (DoS) during the key privacy service like the scheme in [16], since the
KPAs can not distinguish the entity’s legitimate key securing request from an
adversary’s malicious request.

2 Background Concepts

In this section, we briefly review the basic concepts on bilinear pairings and a
definition of Gap Diffie-Hellman group along with some related mathematical
problems.
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2.1 Bilinear Pairings

Let G1 be an additive cyclic group of prime order q and G2 be a multiplicative
cyclic group of the same order. A bilinear pairing is a map e : G1 × G1 −→ G2
with the following properties:

1 Bilinear : e(P +Q, R) = e(P, R) · e(Q, R) and e(P, Q+R) = e(P, Q) · e(P, Q)
for all P, Q, R ∈ G1.

2 Non-degenerate : ∃P, Q, ∈ G1 such that e(P, Q) �= 1.
3 Computability : There is an efficient algorithm to compute e(R, S) for all

R, S ∈ G1.

Typically, the map e will be derived from either the Weil or Tate pairing on an
elliptic curve.

2.2 Gap Diffie-Hellman (GDH) Groups and Some Problems

Let G be a cyclic group generated by P , whose order is a prime q. In general
implementation [6], G will be the additive group of points on elliptic curve. Now,
we describe some mathematical problems.

1. Discrete Logarithm Problem (DLP) : Given P, Q in a cyclic group G, find
an integer n such that Q = nP .

2. Computational Diffie-Hellman Problem (CDHP) : Given (P, aP, bP ) for some
a, b ∈ Z∗

q , compute abP .
3. Decisional Diffie-Hellman Problem (DDHP) : Given (P, aP, bP, cP ) for some

a, b, c ∈ Z∗
q , decide whether c = ab in Zq. (If so, (P, aP, bP, cP ) is called a

valid Diffie-Hellman tuple.)
4. Bilinear Diffie-Hellman Problem (BDHP) : Given (P, aP, bP, cP ) for some

a, b, c ∈ Z∗
q , compute e(P, P )abc ∈ G2.

We call G a GDH group if DDHP can be solved in polynomial time but no
probabilistic algorithm can solve CDHP with non-negligible within polynomial
time [5,17]. In this paper, we consider the GDH group, which can be found
on supersingular elliptic curves or hyper-elliptic curves over finite field. For the
details of GDH groups, refer to [6,15,17].

2.3 The One-More-RSA Inversion Problem and Its Assumption

Here, we will discuss a computational problem called the one-more-RSA-inversion
problem and the related assumption introduced in [2]. The one-more-RSA-
inversionproblem is a natural extensions of the RSA-inversion problem underlying
the notion of one-wayness to a setting where the adversary has access to a decryp-
tion oracle, for example, inversion oracle. Since the Key Generate Center(KGC)
can be viewed as a decryption oracle for the user’s private key issue request in our
key issuing scheme based on the hardness of CDHP, we can apply the above men-
tioned security notion to the security proof of our key issuing scheme in a slightly
varied way, i.e., the way underlying the notion of the hardness of CDHP.
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The security of the one-more-RSA-inversion problem in [2] considers an ad-
versary given input an RSA public key N, e and access to two oracles: challenge
oracle and inversion oracle. The challenge oracle returns a random target point
in Z∗

N anew each time the oracle is invoked and the inversion oracle given y ∈ Z∗
N

returns yd mod N , where d is the decryption exponent corresponding to e, i.e.,
ed ≡ 1 (mod ϕ(N)). The assumption states that it is computationally infeasible
for the adversary to output correct inverse of all the targets if the number of
queries it makes to its inversion oracle is strictly less than the number of queries
it makes to its challenge oracle.

The GDH group version of the one-more-RSA-inversion problem considers
such construction on the GDH group that users are able to access helper oracle
(for example, signing oracle). It was defined in [4] and is called “the chosen-target
CDH problem”. In this paper, we revised the definition of “The chosen-target
CDH problem” and its assumption slightly as follows.

Definition 1 (The chosen-target CDH problem and its assumption).
Let G =< P > be a GDH group of prime order q. Let s be a random element
of Z∗

q and let PPUB = sP . Let H be a random instance of hash function family
[{0, 1}∗ �→ G∗]. The adversary B is given (G, q, P, H, PPUB) and has access to
the target oracle TG that returns random points Ri (for i’th access) in G and
helper oracle s(·) that given Q ∈ G returns sQ ∈ G. Let qt (resp. qh) be the
number of queries B made to the target (resp. helper) oracles. The advantage
of the adversary attacking the chosen-target CDH problem Advct−CDH

G (B) is
defined as the probability of B to output l pairs ((V1, j1), · · · , (Vl, jl)), where l is
adversary chosen random integer value under the condition qh < l ≤ qt and for
all 1 ≤ i ≤ l, Vi = sRji for some 1 ≤ ji ≤ qt (all Vi are distinct).

The chosen-target CDH assumption states that there is no polynomial time
adversary B with non-negligible Advct−CDH

G (B).

3 Separable Key Issuing in ID-Based Cryptography

In this section, we start from a brief notion on private key extraction and
issuing in ID-based cryptography based on the bilinear pairing by reviewing
the famous Boneh and Franklin’ basic IBE scheme [6]. Then, we describe our
separable secure ID-based key issuing scheme. After the point retrieving user’s
private key through our key issuing scheme, the system becomes the same as
identity based cryptography, namely IBE or ID-based signature schemes, etc.

Boneh and Franklin’s IBE Scheme. There is a trusted authority called the
key generation center (KGC) who has a master key s and issues private keys
for users. In setup stage, the KGC specifies a GDH group G1 of prime order q
generated by P ∈ G∗

1, a multiplicative group G2 of the same order and a bilinear
map e : G1 × G1 −→ G2 between them. It also specifies two hash functions
H1 : {0, 1}∗ −→ G1 and H2 : G2 −→ {0, 1}l where l denotes the length of a
plain text. The KGC selects a master key s ∈ Z∗

q at random and computes its
public key PKGC = sP . The KGC publishes descriptions of the group G1, G2,
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the hash functions H1, H2, and PKGC = sP . Bob, the receiver, then requires a
private key for his ID ∈ {0, 1}∗ to KGC. For given Bob’s identity ID, the KGC
computes Bob’s public key as QID = H1(ID) and the corresponding private key
as DID = sQID after confirming Bob. Then the KGC sends DID to Bob through
a secure channel. Alice can encrypt her message M ∈ {0, 1}l using Bob’s identity
ID by computing U = tP and V = H2(e(QID, PKGC)t) ⊕ M , where t is chosen
at random from Z∗

q and QID = H1(ID). The resulting ciphertext C = (U, V )
is sent to Bob. Bob decrypts C by computing M = V ⊕ H2(e(DID, U)). The
scheme was proven to be secure against chosen plaintext attack in the random
oracle model assuming the BDH problem is computationally hard.

3.1 Our Key Issuing Model

In our scheme, the roles of the trust authorities related to key issuing are sep-
arated into user identification function by the trust authority called local regis-
tration authority (LRA), and user’s private key extracting and issuing function
by the KGC like the model in [20]. Accordingly, the process of our key issuing
scheme consists of roughly three stages as outlined below.

User registration stage by LRA: When a user comes to the locally nearest
LRA for registration in off-line, the LRA verifies the user’s identity at hand and
the user presents to the LRA the blinding factor which is produced by him-
self/herself with his/her chosen random secret value r. Then, the LRA generates
an identification number ID containing name, e-mail address, etc. and produces
its signature for the message consisting of ID, LRA, blind factor, valid period
(usually one year). If the secret value of the blinding factor is compromised or
leaked before its intended expiration date, the user notifies it to the LRA and
reconstructs a new valid blinding factor, and the LRA reproduces its signature.
Subsequently, the LRA informs the facts to the KGC and sends the compromised
blinding factor along with the user’s ID, which deals with revocation problems
of its certification on user blinding factor. In that case, because the number of
KGCs who control key issuing of clients is not so considerable and the percent-
age of revocation is assumed to be arround 10%, the transmission costs are not
quite high if compared with the traditional PKI, where all user using public keys
in public key cryptosystem must check the certificate revocation list (CRL).

Key issuing stage by KGC and user: A user requests key issuing to the
KGC by sending his/her identifier ID, blinding factor, valid period of blinding
factor and the LRA’s signature for them. In addition, a certain value, the so-
called blinded public key which is built with his identifier ID, current date and
the same secret value r used in producing a blinding factor, is also to be sent
to the KGC. When a user wants key issuing from the KGC, first, he/her has to
prove to the KGC that he/her is the right person whose identifier ID and blinding
factor are certified from the LRA by convincing the KGC that he/her knows the
secret value r of the blinding factor without revealing it, which will guarantee
for the protocol to be secure against impersonation under passive attack, namely
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eavesdropping. It is the blinded public key’s role, to prove the knowledge of the
secret value r in user’s blinding factor without revealing it. After verifying the
user authentication using the above messages, the KGC issues its signature on
the blinded public key sent by a user. Key revocation by the KGC can be also
handled simply as in the following application. In such application for public key
infrastructure as an international corporate or organization which manages the
KGC, when a user leaves a local branch of the corporation or organization and
his/her private key needs to be revoked, the private key expires automatically
one day after because the current date DATE along with the user identifier ID is
included in the message to be signed by the KGC, likely to Boneh and Franklin’s
scheme [6].

Key retrieving by user: After verifying the validity of the KGC’s signature
on the user’s blinded public key, the user unblinds with his secret value r the
KGC’s signature on the user’s blinded public key, i.e. a blinded private key, and
retrieves a real private key. By means of verifying the validity of the KGC’s
signature as mentioned above, impersonation under active attack (if we follow
the security notions for identification schemes [3,9]) is restricted because the
adversary can’t play the role of cheating verifier without the KGC’s master key.

3.2 Proposed Key Issuing Protocol

The proposed key issuing protocol consists of four phases, namely system setup,
user identification, key issuing and key retrieving.

1. System Setup (by KGC and LRA)
The KGC specifies a GDH groups G1 of prime order q and a multiplicative group
G2 of the same order and defines a bilinear map e : G1 × G1 −→ G2 between
them and hash function H : {0, 1}∗ −→ G1. Let P ∈ G1 be a generator of G1.
The KGC and the LRA select master keys s and s0, respectively and compute
their corresponding public keys PKGC = sP and PLRA = s0P .

2. User Registration (by User and LRA)
A user with an identifier ID chooses a random secret r ∈ Z∗

q and computes the
corresponding blinding factor X = rP . He/she comes to the LRA in an off-line
manner and presents his/her identity ID and a blinding factor X . Then the
LRA provides its signature on X as follows.

– Check the identification of the user.
– Compute the public information of the user as

Q′
ID = H(ID, LRA, X, i)

where i is a valid period.
– The LRA computes SigID = s0Q

′
ID.

– Give SigID to the user ID along with the information of a valid period.
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3. Key Issuing (by User and KGC)
The user ID computes his/her public key QID = H(ID, DATE), where
DATE is the current date, which forces a user to obtain an up-to-date
new private key each day he/her wants, and his/her blinded public key
DID = rQID with the secret r which plays a dual role of a witness prov-
ing the knowledge of the secret value r of the blinding factor X = rP and
a secure channel carrying out the private key to be issued by the KGC,
blindly. He/she requests the KGC to issue a blinded private key by sending
ID, X, SigID, LRA, valid period of blinding factor i and DID. Then the KGC
issues a blinded private key as follows:

– Computes Q′
ID = H(ID, LRA, X, i).

– Computes QID = H(ID, DATE).
– Checks the validity of the blinding factor X , more specifically, the correctness

of the link between the blinding factor and user ID by the equation

e(Sig
ID

, P ) = e(Q′
ID, PLRA). (1)

– Verifies the validity of witness DID by checking the equality of the following
equation with X

e(DID, P ) = e(QID, X). (2)

– Computes a blinded private key as D′
ID = sDID.

– Sends D′
ID to the user ID over public channel.

Each time a user requests a new private key issuing to the KGC, the KGC has
to compute the user ID’s daily public key QID and checks the equation (2).
However, there is no need to compute Q′

ID and check the equation (1) every
time except for the first time until the expiration of the user’s blinding factor if
the KGC stores the blinding factor in a database along with the user identity ID
and the LRA’s signature for it. Another advantage for keeping such a database
will be an effect to discover cheating behaviors by dishonest LRA. If dishonest
LRA reissues another blinding factor of its choice for a target user in order to
get user’s private key, it can be easily checked by existence of available different
blinding factors for same user in the database.

4. Key Retrieving (by User)
The user verifies the validity of a blinded private key D′

ID by checking the
following equation with the public key of the KGC, namely PKGC

e(D′
ID, P ) = e(DID, PKGC).

If it holds, the user unblinds a blinded private key D′
ID with his/her secret r

and gets his/her private key SID = sQID as follows:

SID = r−1D′
ID = r−1srQID = sQID.
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3.3 Separable Key Issuing Without Key Escrow

The identity-based public key cryptography (ID-PKC) system has an inherent
disadvantage called key escrow problem, that is, the KGC with a system-wide
master key to generate all users’s private keys can decrypt any ciphertext in
ID-PKC system and can impersonate any user in an ID-based signature scheme.
Most widely believed way to protect against this problem is done by distributing
the role of one KGC to the multiple KGCs with a share of one master key or
each independent master key. However, in such models assuming multiple KGCs,
every KGC has to authenticate a user’s identification, respectively, which is quite
a few burden. Our proposed scheme efficiently supports such system because only
one LRA verifies a user identity and supplies a user with the signature on his/her
blinding factor and identifier ID, which is used later for the user authentication to
multiple KGCs participating in key issuing. Every KGC only checks the validity
of the blinding factor, and instead of directly checking the identification of a
user, verifies that the blinded public key is built with the same secrete value of
the blinding factor just like the manner detailed above.

4 Analysis

The security of our key issuing scheme is similar to the security of identification
scheme because the attacks we can consider are in effect impersonation for an
adversary to get target user’s private key from the KGC. The adversary succeeds
if it interact with the verifier, namely the KGC, in the role of a prover, namely
target identity ID, together with only identity ID’s blinder factor without knowl-
edge of a secret value consisting blinding factor, and can convince the KGC of
accepting her as identity ID with non-negligible probability.

Following security notions for identification schemes by Feige, Fiat and Shamir
[9], there are two type of attacks on the honest prover equipped with secret value
of blinding factor, namely passive attacks and active attacks [3,9]. In passive
attacks, the adversary eavesdrops on network and is in possession of transcripts of
conversations between the prover and the verifier. In active attacks, the adversary
gets to play the role of cheating verifier, interacting with the prover several times,
in effort to extract some useful information before the impersonation attempt.

In our key issuing scheme, since user identification on network is carried out by
the KGC in the key issuing phase, we consider the security against eavesdroppers
under passive attacks who might listen to the communication channel between a
legitimate user and the KGC. For active attacks, since a user verifies the validity
of the KGC’s signature to have been received from the KGC in the key retrieving
phase, the adversary can’t play the role of cheating verifier without the KGC’s
master key. Consequently, impersonation under active attack is restricted only
to the dishonest KGC with intention. However, since the KGC gets only the
blinded values from the honest prover, namely user’s daily blinded public keys,
it can’t extract any useful information (for example, user’s secret value r) from
them if assuming the hardness of the DLP.
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We will describe the security of our key issuing scheme specifically. First,
in the key issuing phase, the KGC must authenticate whether the requester
submitting the identity ID is truly the right person or not. Our scheme uses a
kind of honest verifier zero knowledge technology, and shares some features such
as a challenge and response protocol between prover, a user, and verifier, the
KGC, in common with the existing classical identification scheme. The scheme
is based on the hardness of the discrete log problem (DLP) as follows:

• The signature SigID = s0Q
′
ID proves that the validity of the blinding factor

X = rP linked with the identity ID is certified by the LRA since generating
SigID without the LRA’s master key s0 from the publicly known parameter
PLRA = s0P and user’s public identifier Q′

ID is CDHP which is computa-
tionally infeasible.

• More specifically, the KGC verifies the signature SigID = s0Q
′
ID by checking

whether the tuple < P, PLRA, Q′
ID, SigID > is a valid Diffie-Hellman tuple.

Consistency is easily proved since there exists an efficient algorithm which
solves the DDH problem using a bilinear pairing e defined in Section 2, on
a GDH group G1 of prime order q as in

e(Sig
ID

, P ) = e(s0Q
′
ID, P ) = e(Q′

ID, s0P ) = e(Q′
ID, PLRA).

• The secret value r of the blinding factor X = rP linked with the user ID
convinces the KGC that the person carrying the identification protocol is
indeed the user ID, without revealing r. Accordingly, the user ID proves that
he/she knows the secret value r without revealing r by computing the blinded
public key DID = rQID. In this case, we may regard QID as the challenge
in the identification protocol, because QID is a daily changed random value
assuming that the hash function H is a random oracle, and DID = rQID

as response to the challenge. Generating the blinded public key rQID for
the public key QID with publicly known value X = rP on the network is
analogous to the short signature scheme from the Weil pairing in [5] that
was proved as secure in the random oracle model in [5]. Roughly speaking,
computing rQID with publicly known values QID and X = rP without the
knowledge of r is equivalent to the CDHP. In addition, the KGC verifies the
correctness of rQID as in

e(DID, P ) = e(rQID, P ) = e(QID, rP ) = e(QID, X).

Secondly, the user submits to the KGC the blinded public key whenever the
user needs a daily private key issuing. Then, the KGC signs blindly the blinded
public key submitted, though it knows an identity of the user requesting private
key issuing. Hence, existential forgery is somehow natural, and in our security
model we can assume that an adversary is able to access the helper oracle s(·)
that given Q ∈ G returns sQ ∈ G as well as the target oracle TG that returns
random points in G. Accordingly, we are brought to consider an attack so called
one-more forgery defined for the security notion of the electronic cash in [18].
Let’s recall the definition.
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Definition 2 (The “One-More” Forgery [18]). For some integer �, an at-
tacker can obtain �+1 valid signatures after fewer than � interactions with the
signer.

We show that our scheme is secure against one-more forgery by applying the
same technique as [4,20] if the chosen-target CDH assumption illustrated in
section 2 is true, which means the user who has engaged in � runs of key issuing
with the KGC should not be able to obtain more than � keys.

Theorem 1. If the chosen-target CDH assumption is true, then our scheme is
secure against one-more forgery under the chosen message attack.

Proof. Let G =< P > be a GDH group of prime order q. Let I = (G, q, P,
H, PPUB) be the public parameter. Let A be any polynomial time adversary
attacking our scheme against one-more forgery under the chosen message at-
tack. We will present a polynomial time adversary B for the chosen-target CDH
problem such that Advourscheme

I (A) ≤ Advct−CDH
G (B). We now construct the

algorithm B to simulate A in order to solve the chosen-target CDH problem.
The adversary B is given I = (G, q, P, H, PPUB) and the target and helper or-
acles. B first provides A with the public parameter I = (G, q, P, H, PPUB ). B
has to simulate the random hash oracle H and the key-issuing oracle for A.
Each time A makes a new hash oracle query, that is distinct from the previ-
ous hash queries, B forwards it to its target oracle, returns the reply to A and
adds this query and the reply to the stored list of such pairs. If A makes a
hash query that it already made before, B replies consistently with an old reply.
When A makes a query to the key issuing oracle, B re-sends it to its helper
oracle s(·) and forwards the answer to A. At some point A outputs a list of
message (i.e., user’s public identifier) and key (more precisely, private key) pairs
((m1, σ1), · · · , (m�, σ�)). For each 1 ≤ i ≤ �, B finds mi in the list of stored hash
oracle queries and replies its index. Let ji be the index of the found pair. B
returns the list ((σ1, j1), · · · , (σ�, j�)) as its output. A’s view in simulated experi-
ment is indistinguishable from its view in the real experiment and B is successful
if A is successful. Thus Advourscheme

I (A) ≤ Advct−CDH
G (B). 
�

5 Conclusion

In this paper, we presented a new key issuing scheme reasonably reducing the
burden employed to the KGC for user authentication by way of distributing the
duties of the KGC into user identification function by a trust authority called
local registration authority (LRA), and user’s private key extracting and issuing
function by the KGC, respectively. Furthermore, we showed that the scheme
provides a secure transmission channel by blinding technique for the KGC
when to issue key and efficiently prevents the key escrow problem inherent to
ID-based PKC. Also, we illustrated a plan to solve the key escrow property in
our scheme and presented a security proof on our key issuing protocol based on
the technique of a proof of knowledge and the so-called chosen-target assumption
assuming hardness of the chosen-target CDH problem.
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Abstract. With lack of diversity in platforms and softwares running in
Internet-attached hosts, Internet worms can spread all over the world in
just a few minutes. Many researchers suggest the signature-based Net-
work Intrusion Detection System(NIDS) to defend the network against
it. However, the polymorphic worm evolved from the traditional Inter-
net worm was devised to evade signature-based detection schemes, which
actually makes NIDS useless. Some schemes are proposed for detecting
it, but they have some shortcomings such as belated detection and huge
overhead.

In this paper, we propose a new system, called PolyI-D, that detects
the polymorphic worm through some tests based on instruction distribu-
tion in real-time with little overhead. This is particularly suitable even
for fast spread and continuously mutated worms.

1 Introduction

Internet worms can spread all over the world in less than one hour due to the lack
of diversity in platforms and softwares running in Internet-attached host. In spite
of continuous investigations, new worm outbreaks have occurred continuously
which have badly damaged many computers and networks.

Many network security researchers proposed a signature-based Network Intru-
sion Detection System(NIDS) to defend the network from Internet worms. Hence,
it has become the most popular way to defend against the worm. Signature-based
NIDS analyze all inbound packets to find out special pattern, or signature. Sig-
nature is a byte pattern which always appears in specific worm’s traffic. Once
the signature is found in the packet, NIDSes raise an alarm or drop the packet
or block the IP address from which the packet originated.

Typically, signature is generated based on some basic assumptions. First, there
exists a single payload substring that would remain invariant across the whole
worm instances. And a substring never appears in legitimate packets, because
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it is a sufficiently unique characteristic of a worm. The term ”unique substring”
implies that it is sufficiently long so that the chance of accidentally appeared is
very slim.

Unfortunately, Internet worm can evade NIDS by means of technique that is
used in polymorphic virus about a decade ago. A worm with a built-in self content
encryptor substantially changes its payload every time an infection is attempted.
Self content encryption crafts a worm that substantially changes its payload
on every infection attempt. Therefore, the assumptions used in generation of
signature would be wrong: that is, neither invariant nor unique substring exists.
Moreover, it is possible to create a polymorphic worm with little effort, because
some public libraries [1,2] are available for helping the worm’s authors.

Our system, PolyI-D, does not use the pattern matching to detect the worm,
but use the features of the decryptor in polymorphic worm: it is an executable
code, but it is an abnormal executable code. As a result, PolyI-D can detect
the polymorphic worm efficiently regardless of continuous change. Also, PolyI-
D detect worm by packet-wise observation, not flow-wise observation, which is
widely used in several proposed systems. Therefore, PolyI-D can react more
instantly.

The rest of this paper is organized as follows. The next section is a brief
description of the polymorphic technique and polymorphic worm. In Section 3,
we describe related works. Next, in Section 4, we describe the motivated experi-
ments of our work. In Section 5, we define problem to be solved in this paper and
requirements to satisfy. In Section 6, we explain detailed working of PolyI-D. We
evaluate the accuracy of PolyI-D, and describe about satisfaction of requirements
in Section 7. Lastly, we conclude in Section 8.

2 Polymorphic Worm

2.1 Polymorphic Techniques

The polymorphic technique can be interpreted as two ways. In a narrow sense, it
is what the polymorphic virus uses, self-encryption: that is, a virus encrypts itself
at each generation. In a broad sense, it represents all possible techniques that can
mutate a code with functionally equivalent but textually distinct one by itself.
The technique in a broad sense includes garbage-code instruction, instruction
substitution, code-transposition, and so forth [3]. These techniques are specially
called metamorphic technique or obfuscating technique in order to keep distinct
from a narrow meaning of polymorphic technique, self-encryption technique. The
metamorphic technique can be applied only if the engine knows the semantics
of the target code to be mutated. On the contrary, self-encryption technique
does not need the knowledge of semantics. The original code of current Internet
worm that attacker wants to mutate has various semantics, which is too complex
to automatically analyze. Hence, the original code is mutated by using self-
encryption technique. The corresponding decryptor that recovers the original
worm code can be mutated by using the metamorphic technique because it has
a single semantic.
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Fig. 1. Structure and operation cycle of polymorphic worm

2.2 Polymorphic Worm

Figure 1.(a) represents the typical structure of the polymorphic worm instance.
The instance consists of three or four parts. Worm code part is equivalent to tra-
ditional (non-polymorphic) worm code. It selects the next target host and then
exploits one or more vulnerabilities to compromise a host, and finally replicates
there. Also, it performs malicious actions in the victim host. The Polymorphic
engine encrypts worm code with attachment of itself to generate a new worm
instance at every further spread. The Decryptor part recovers the worm part and
polymorphic engine in the newly infected host. It is obfuscated so that it subse-
quently changes on every infection. NOP sled is an optional part. It depends on
which vulnerability the worm exploits. If it is necessary, the polymorphic engine
obfuscates it for subsequent changes. Polymorphic worm changes its form each
time it spreads because worm code and polymorphic engine are encrypted using
different encryption key, and Decryptor and NOP sled are obfuscated. Conse-
quently, it is extremely difficult to find a signature in any part of the polymorphic
worm.

Figure 1.(b) shows the operation cycle of the polymorphic worm. At first, there
is an original worm code. The polymorphic engine encrypts the original code and
polymorphic engine itself by using a random key. Next, the polymorphic engine
creates a corresponding decryptor and obfuscates it. Then a newly generated
polymorphic worm instance is transmitted to a victim host. If the victim host
has vulnerabilities that the worm exploits, the decryptor is successfully executed.
Original worm code and polymorphic engine can be restored and used to infect
more hosts without regardless of detection by signature.

3 Related Works

Investigation on Internet worm is progressed along three directions: model-
ing, detection, and containment, respectively. In the beginning, a lot of work
has been done in analyzing worms and modeling worm propagation. Staniford
et al. [4] present a study of different types of worms and how they can damage
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the Internet. Zou et al. [5] analyze the mechanism of Code-Red and proposed an
analytic model for worm propagation.

More important problems are detection and containment. A number of de-
tection methods based on the detection network traffic anomalies are proposed.
The most popular method is based on a sudden increase of fail connection at-
tempts [6,7], and there are techniques to detect the worm by monitoring unused
address ranges [8], or by using honeypot [9].

Once the worm is detected, the containment method to prevent further spread
is necessary. Containment technique can be separated into two method, address
blacklisting and contents filtering. Address blacklisting blocks the traffic from
the infected host or limits for an outbound connection [10]. By this method,
network administrator can gain time to prepare for worm attack, because the
spread of worm is throttled.

Contents filtering method is better than address blacklisting according to
Moore et al. [11]. Contents filtering can be achieved by signature-based network
intrusion detection systems(NIDSes). Due to the speed of worms, a quick re-
action is critical for an efficient containment. Thus, many automatic signature
generation systems are proposed such as EarlyBird [12], and Autograph [13].

But these systems did not consider a polymorphic worm. Several researchers
have mentioned the possibility of polymorphic worms [14,15], and polymorphic
worms have been developed for research purposes [3]. Newsome et al. were first to
point out polymorphic worms and proposed a new system, called Polygraph [16].
The basic idea of Polygraph is that the combination of multiple short invariant
contents, or tokens, is sufficiently unique so that it can be used as a signature.
But with a close look at the signature of Polygraph, it is evident that the only
effective token is just one corresponding to a return address of buffer overflow
attack. That is, if there is no return address as a token, the signature would not
work properly, since all other tokens are too general. Reversely, if there is only a
return address solely as a token of signature, it will work as good as a signature
consisting of multiple tokens. However, there can be exploits which do not need
return address.

Kruegel et al. [17] proposed a new polymorphic worm detection system. The
premise of this system is that at least some parts of a worm contain an executable
machine code. In case of polymorphic worm, decryptor comes under this premise.
This system extracts a control flow graph from the network flows, and the most
prevalent sub-graph is selected as a signature. This process is based on the
assumption that the control flow of decryptor is not changed a lot. But the
control flow mutation technique is not a difficult technique. Moreover, extracting
the control flow graph has too many overheads to operate on-line.

4 Motivation

First of all, we presumed that at least some parts of a worm contain an executable
code, as Kruegel et al.’s system [17] did. If we can identify a packet that has
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an executable code, and the executable code is not from a legitimate executable
file, we can find a worm whether it is a polymorphic or not. We performed a
preliminary experiment which produced some motivating results for our work.

We experimented on some cases. We prepared a set of executable codes ’ES’,
and a set of non-executable code ’DS’. ES’s elements are extracted from Linux
utilities’ code section, while DS’s elements are extracted from various data files,
such as movie clip, music, and graphic file. All elements of ES and DS are the
same size as 100KB. We disassembled the ES and DS without having a distinc-
tion between them. We classify different kinds of instructions from disassembling
result, and count each kind of instruction, in which a rank is given in an order of
frequency. In other words, the most frequently appeared instruction gets the top
ranking, and the least gets the bottom ranking. The ranking of each instruction
varies according to the data before being disassembled.

Figures 2, 3, and 4 show the result of experiments. In all figures, the x-axis in-
dicates ranking, thus the left-most bar corresponds to ranking 1, which represents
the most frequently appeared instruction, and the right-most bar corresponds to
least frequent instruction. The y-axis indicates the frequency of each instruction
using a log scale.

Figure 2.(a) shows the result of one element of the ES. The ’mov’ instruction
takes the first ranking by frequency of 10899. Seven other instructions take the
bottom by frequency of 1. Figure 2.(b) is obtained by drawing the line connecting
the highest points from the left graph, on purpose to give the frequency variation
with ranking at a glance. Figure 3.(a) shows the results of all elements of ES
overlapped, each line of which corresponds to one element in ES. In the same
manner, Figure 3.(b) shows the result of DS. As we can see, all the lines in case
of ES as well as DS have very similar shapes respectively.

Figure 4 is produced by putting together Figure 3.(a) and Figure 3.(b). We
can distinguish the elements of ES from the elements of DS at a first glance.

We finally have come to know the following facts from Figure 4. When we
disassemble a data, if the data includes a segment of executable code: (i) The
number of different instructions is relatively small. We can easily know this
because the Figure 3.(a) has more bias toward the left-side than Figure 3.(b).
(ii) The frequency variation decreased by ranking down is relatively large. This
can be known from the fact that the falling gradient of Figure 3.(a) is more steep
than Figure 3.(b).

Additionally, we have discovered one more fact, even though it is not revealed
by these graphs. Intel architecture has special bytes, called prefix. A prefix is used
to override the size of operand part, address size, or segment registers of very
next instruction. However, prefix is rarely used in the executable code, which is
irrespective of either generated by compiler or handwritten. Table 1 presents the
kinds of prefixes, their functions, and corresponding ASCII code characters. As
we can see, five prefixes correspond to printable ASCII characters, which implies
that if we disassemble the text data, we could see the occurrence of abnormally
many prefix bytes.
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Fig. 2. Graph of result for disassembling the executable code, an element of ’ES’
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Fig. 3. Overlapped graph of result for disassembling every elements of ’ES’(a) and
every elements of ’DS’(b)
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Table 1. Types of prefix bytes and their purpose, along with corresponding printable
ASCII characters

Prefix Byte Purpose ASCII

26h ES: segment override prefix
2eh CS: segment override prefix
36h SS: segment override prefix ’6’
3eh DS: segment override prefix
64h FS: segment override prefix ’d’
65h GS: segment override prefix ’e’
66h Operand size override prefix ’f’
67h Address size override prefix ’g’

5 Problem and Requirements Definition

In this section we will define the problems that need to be solved. In Section 4,
we pointed out that after a data is disassembled, we would be informed whether
the data is an executable or a non-executable code. We can infer by intuition
that this method can be applied to the network packet’s payload as a data. As
mentioned in Section 2.2, polymorphic worm includes a decryptor, executable
codes. Hence, if we can find out a unique feature of polymorphic worm from
executable codes, we can successfully detect the polymorphic worm.

The problem is defined as follows:

– Decide whether the inbound packet has an executable code or not.
– If the packet has an executable code, decide whether the executable code is

a portion of polymorphic worm or just a legitimate code.

We aim to create a new system which overcomes the weaknesses of previous
two systems, Polygraph [16] and the control flow graph analysis [17]. First of all,
we modeled operation mechanisms of two systems to point out the weaknesses
clearly. In Figure 5, the operation of each system is presented. This figure aligns
the received polymorphic worm’s traffic as time passes by. The horizontal box
represents a network flow, a worm, composed of several packets as fragments.
Wij means j-th instance of worm ’Wi’. If the first indices of two instances are
different from each other, the two instances are different worms. If the first
indices of two instances are the same but the seconds are different, the two
instances are descendants of the same worm. The fragment where D is written
denotes the packet which includes a decryptor of polymorphic worm. The shading
fragment represents a packet including the invariant content as stated in [16].
Written below the time line, ’Signature i Generated’ indicates the time when the
signature for worm ’i’ is generated, ’Signature i Decision’ indicates the time when
the system decides whether a worm comes in by the signature i, and ’Decision’
indicates without any signature. Suppose that the network is now attacked by
two different worms consisting of 6 packets.
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Fig. 5. System operation modeling of Polygraph [16], using control flow graph [17],
and PolyI-D

Polygraph [16] requires suspicious flow set to discover the invariant contents
in a worm flow. If a polymorphic worm requires k flows to extract useful in-
variant contents, Polygraph can generate signature corresponding to W1 after
W1k is transmitted into network. The unchecked k flows already passing through
during signature generation can smash hosts in the network. This is one of the
weaknesses of Polygraph. The next weakness is the detection timing. Even after
the generation of signature for W1, Polygraph cannot detect the next worm in-
stance W1(k+1) until all the packets constituting the flow W1(k+1) are completely
checked, because the invariant content is located at the last packet. Suppose that
only the first 5 packets in W1(k+1) are enough to properly propagate the worm.
When the Polygraph makes a decision, the victim host is already infected. Un-
fortunately, this situation is under the attacker’s intention.

The system using control flow graph [17] operates off-line in generating a
signature and detecting worm. It collects all (or suspicious) flows passed into
network during specific time interval. When an interval is elapsed each time, it
analyzes the flows to extract a signature, and rummages the collected flows for
a worm based on signature. In this situation, it cannot prevent worm’s attack,
but can find the victim hosts, which may be infected.

Based on these weak points, we define three requirements to satisfy:

– Timeliness: Our system, PolyI-D, should detect as fast as possible before
the worm passes through the network. In case of Polygraph, the decision
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delay causes worm to infect the victim without any interference. This delay
is occurs because it has to wait to aggregate all packets constituting a flow.

– Warm-start: When a new polymorphic worm is raging, Polygraph must
collect a number of flow of the worm to generate a signature. Until sufficient
flows are collected, Polygraph cannot defend the network against it, that
is cold − start. Hence, PolyI-D has to deal with a new polymorphic worm
instantly without any delay.

– Lightweight: In case of using the control flow graph, it is not possible to
operate in real-time because it takes a huge amount of processing cost to
extract the control flow graph. It is a critical weakness in preventing worm
which is very reaction-time sensitive. Hence, PolyI-D should be lightweight
so that it can operate online.

6 PolyI-D

In this section, we present a mechanism of the proposed system, called PolyI-D
in detail. PolyI-D detects worm’s traffic through three stages.

6.1 Stage 1

This stage checks whether a packet includes executable code or not, based on the
result already described in Section 4. At first, a packet is disassembled. Given
the instruction sequence as the result of disassembling, let D denote the number
of different instructions, and T denote the number of total instructions counted
in sequence. Lastly, P denotes the number of prefixes appeared in the sequence.
Then we calculate the following Equation (1) for every packet trying to come
into network:

Score1 =
T

D·P . (1)

At the above equation, T /D is in direct proportion to gradient of Figure 2, 3,
and 4. As we can see from these graphs, T /D of non-executable code is relatively
smaller than the value of executable code. Moreover, in case of a text data, a kind
of non-executable code, P is very large, so that distinction between executable
and non-executable becomes more clear. We can set the threshold value, called
Th1, as a decision boundary value. If the Th1 is greater than Score1 of non-
executable code and less than Score1 of executable code, we can decide the
existence of executable codes by comparing Score1 with Th1.

6.2 Stage 2

The stage 1 has found out the packet including executable codes. We perform a
task to classify two classes of executable codes, polymorphic worm and legitimate
code. For this task, we define a new concept, verifying instruction, by which a
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packet proves its innocence. If a packet has sufficient amount of verifying instruc-
tion, it is not a polymorphic worm’s packet, otherwise judged as polymorphic
worm’s packet. Verifying instruction has to satisfy two conditions. First, it is one
of the very frequently used instructions in legitimate executable code. Second,
it is very restricted to be used in polymorphic worms for any reasons.

We took an investigation to find candidate instructions that accord with such
conditions. As a result, we found some candidates such as ”call”, ”ret”, ”int”,
and so forth. This is because those are used to transfer control to other place.
The transferred control should be back in order to finish the execution of decryp-
tor. However, it is impossible to regain the control by itself, For these reasons,
polymorphic worm has severe restrictions in using those instructions.

In this research, we use ”call” only as a verifying instruction because of three
reasons. First, normal executable codes usually include many routines and use
many shared libraries. Consequently ”call” is almost uniformly distributed in
normal executable codes. Even though a packet holds any part of normal exe-
cutable codes, ”call” instructions frequently occurs. On average, a ”call” instruc-
tion appears in every 10 to 15 instructions in our experiment. Second, ”call”
instruction is difficult to be used in NOP sled, a part of executable code. Typi-
cally, the NOP sled is composed of by one-byte instructions. Even though there
are some methods to make NOP sled by multi-byte instructions [18], ”call” is not
suitable to this case because multi-byte NOP sled must be executable at every
offset. If the operand of ”call” is decoded, it might incur as decoding error, or
invalid instruction error. Third, ”call” instruction is barely used in decryptor,
the most important executable part of polymorphic worm, that should be surely
executed for successful infection. If a decryptor particularly uses ”call”, its target
address can be forward or backward address inside of itself. In case the target
address is the forward-address inside of worm, null-bytes are inserted because an
offset is too small when representing by word size. However, null-bytes in exploit
would eliminate any effect of the attack [19]. In the other cases where the target
address is the backward-address, the control flow of decryptor is too complex
to be made. Moreover, a series of calls without return may change the stack, so
that the attack code already inserted in the stack would be polluted.

To distinguish polymorphic worm code from legitimate executable code by
using verifying instruction, we calculate following equation:

Score2 =
Score1

V
. (2)

In this equation 2, V denotes the number of verifying instructions appearing
in the packet. Since legitimate executable code has many verifying instructions,
it obtains a low score. On the contrary, the polymorphic worm has much less
”call” (”call” can be accidentally occurred in encrypted area that is similar to
random data), so that it obtains a high score. We can set a threshold, called
Th2. If Th2 is greater than legitimate code and less than code of polymorphic
worm, finally, we can isolate polymorphic worm.
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6.3 Stage 3: Null Byte Check

Through Stages 1 and 2, we can discover the polymorphic worm. More accurately
speaking, we can find strongly suspicious packets. Lastly, the packet is tested at
this stage, which is designed to cut down false positive. To make false positive
rate low, we perform a simple check whether the packet can really be executed as
an exploit. It is widely known that any null-byte must not exist inside an exploit
in order that the exploit properly works. Hence, abnormally intensive null-bytes
in a narrow range can be a sign that indicates that ”this area is not harmful”.

This stage, Null-byte check can be performed before disassembling. Then we
can make the processing cost lower, because the packets to be disassembled are
decreased. On the other hand, null-byte check after disassembling can obtain
more careful detection with more packet load.

7 Evaluation

In this section, we evaluate the proposed system, PolyI-D. We first demonstrate
how we perform our experiments. Next, we show the result of experiments by an-
alyzing the cause of false positive. Last, we verify the satisfaction of requirements
we set up in this system.

7.1 Experimental Environment

For experiments, we collected five sets of data, each of which consists of following:

– Data 1, 2, 3: They contain TCP packets generated daily such as Web pages,
mail messages, ssh traffics, DNS queries, and so forth. But they do not
contain neither executable codes nor malicious codes. Each data set contains
20,000 packets.

– Data 4: It is composed of the ELF executables from /bin and /sbin directories
of Debian GNU/Linux. They are collected by capturing the ftp transmission.
As a result, almost all packets of this set contain executable codes. But they
do not contain any malicious code, or polymorphic worm. This data set
contains 13,331 packets.

– Data 5: All of the packets in this set are polymorphic exploit codes made
by using ADMmutate [2], public polymorphic engine. This data set contains
170 packets.

Experiments were done separately with each data set. Packets in data set
are fetched one by one. A packet that does not contain payload is filtered by
using the simple heuristic method. The packet passed through the filter is tested
sequentially with three methods described in Section 6. To be brief, if the packet’s
score 1 is greater than threshold 1, or Th1, it is moved to Stage 2. If the packet
also achieves a greater score than threshold 2, or Th2, it is flagged as a very
suspicious packet. Lastly, depending on the result of null byte check the system
would raise a warning alarm. In this experiment, we statically decide Th1 and
Th2, 3.0 and 2.0 respectively, according to the experiments.
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7.2 Experiment Result

Figure 6 shows the result of each experiment. From the top to the bottom graphs
represent from the data set 1 to 5 in sequence. X-axis of each graph denotes
each packet given a number in order of checked. Left-side graphs are results of
calculating Score1 and right-side graphs are the results of calculating Score2.
Horizontal dotted lines of left-side graphs and right-side graphs indicates thresh-
old values, Th1 and Th2, respectively. Since the packets which do not contain
payload, are filtered out, the maximum value of x is less than the size of data set.
When drawing right-side graphs, all the Score2s of the packets that can neither
exceed Th1 nor pass null-byte check are reset by 0.

In case of data 1, 2, 3, almost all packets do not exceed Th1 because they
do not include executable codes. Also, because they do not contain polymorphic
worm, they must obtain the Score2 under Th2. Hence, the packets that exceed
the Th2 in data 1, 2, 3 raise 4, 9, and 1 false alarms, respectively.

In case of data 4, there are so many packets that contain executable codes.
Thus, almost all packets obtain the Score1 over Th1. The remaining packets
under Th1 represent data section of executable file. Because data 4 does not
contain any polymorphic worm packet, almost all packets cannot exceed Th2.
As in above cases, all packets that exceed Th2 mean false positive. In data 4, 7
false alarms occur.

In case of data 5, all the packets are polymorphic worm containing the NOP
sled or decryptor as an executable part. Hence, they obtain Score1 higher than
Th1, and the Score2 higher than Th2.

7.3 False Positive

The number of total alarms occurred during the experiments is 63: 4 times in
data 1, 9 times in data 2, once in data 3, 7 times in data 4, and 32 times in data
5. Among them, true alarms only occur in data 5. The rests are false positive
ones. We can see that the false negative rate is 0 because all of polymorphic
worm raise alarms. False positive rate is calculated as follows:

FalsePositiveRate = (4+9+1+7)
(20,000+20,0000+20,0000+13,331+170) ≈ 0.000286.

False positive rate is low as about 0.03%.
We analyzed why packets generate false positive alarms, and discovered that

they have some specific types of packets that cause system to generate a false
alarm. In case of the non-executable packets that generate false positive, most
parts of their payloads are filled with repetition of a characters. Once the pay-
load is disassembled, a same pattern of instructions are repeated, which causes
the parameter T in Equation 1 to grow bigger, and D smaller. Hence, this situa-
tion is similar to disassembling executable codes. Also, these packets contain no
verifying instructions, which finally raise a false alarm. In other case of the le-
gitimate executable codes, these packets are part of a table of function pointers,
which can make the similar situation to non-executable code’s. Consequently,
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false positive alarms occur because some packets have specific types of data re-
peated. It is not difficult to detect the character or the address repetition. If
we create an additional repetition check in our system, the false positive rate is
expected to get lower.

7.4 Satisfaction of Requirements

In this section, we demonstrate that our system satisfies three requirements
defined in Section 5.

– Timeliness: PolyI-D can detect polymorphic worm at the right time when
the packet including decryptor arrives. In other words, the network is not
affected by this polymorphic worm because the preceding packets which have
already passed are not harmful without the decryptor.

– Warm-start: PolyI-D uses the radical difference between executable code
and non-executable code and between polymorphic worm and legitimate
executable code. Even if a new polymorphic worm is raged, it does not have
to collect the worm’s flow for generating a new signature. Therefore, PolyI-D
prevents a new worm from entering into the network without any delay such
as training time.

– Lightweight: Both PolyI-D and the previous system using control flow
graph perform disassembling. The latter can extract control flow graph by
dynamic analysis (e.g. register value tracking, memory value tracking, etc.)
of disassembled data. On the contrary, the former is based on a simple static
analysis, which the processing cost becomes lower. Compared to Polygraph,
disassembling every packet may be an overhead factor. However, if the PolyI-
D receives a help from hardware-based decoding logic of processor, only a
little bit of overhead occurs.

8 Conclusions

Internet worm is one of the biggest threats that can spread all over the world
in just an hour. What is worse, the polymorphic worm that is evolved from
traditional worm can easily evade the defending systems. However, there is no
efficient system to defend the network against polymorphic worm yet.

In this paper, we propose a new system, PolyI-D, to detect polymorphic worm
on-line by analyzing a single packet. It determines whether the inbound packet
contains executable codes or not, and then whether the executable code is legit-
imate code or polymorphic worm, based on distinction of instruction distribu-
tion between them. The proposed system can detect a polymorphic worm timely
while minimizing infection, and prevent a new polymorphic worm immediately
without any training. It also reduces the processing costs while keeping the false
positive rate low.

For future works, we need an efficient and concrete solution to lower the false
positive rate. Also, we are required to develop an algorithm which decides the
thresholds dynamically.
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Abstract. Intrusion Detection System (IDS) is usually regarded as the second 
secure defense of network. However, traditional IDS cannot be suitable to de-
ploy in Wireless Sensor Networks (WSN) because of the nature of WSN (e.g. 
self-origination, resource-constraint, etc). In this paper, we propose a kind of 
three-logic-layer architecture of Intrusion Detection System (IDS)-SAID by 
employing the agent technology and thought of immune mechanism. It has two 
work modes: 1) active work mode to improve the effectiveness and intelligence 
for unknown attacks; 2) passive work mode to detect and defend known attacks. 
The basic functions of these three layers, intrusion response, evolution approach 
of agent and knowledge base are also presented in this paper. Furthermore, we 
take advantages of local intrusion detection system and distributive & coopera-
tive intrusion detection system to have a tradeoff among the security of WSN 
and communication overhead. We also design three kinds of light-weight 
agents: monitor agents, decision agents and defense agents in order to reduce 
communication overhead, computation complexity and memory cost. The 
analysis and experiment result illustrate that SAID has nice properties to defend 
attacks, and suitable to deploy in WSN. 

1   Introduction 

Recently, Wireless Sensor Networks (WSNs) are becoming increasingly popular 
applications both in civil fields and in military fields. However, because of resource 
constraint and vulnerabilities of wireless communication, it is easier to suffer all kinds 
of attacks if the sensor nodes are deployed in the unprotected/hostile environment. 
These attacks involve signal jamming and eavesdropping, tempering, spoofing, re-
source exhaustion, altered or replayed routing information, selective forwarding, 
sinkhole attacks, Sybil attacks, wormhole attacks, flooding attacks and so on [1]. 
Many papers have proposed prevention countermeasures of these attacks and the 
majority of them are based on encryption and authentication. However, these preven-
tion measures in WSN can reduce intrusion to some extent but cannot eliminate them 
at all. A simple example is that these two measures take no effect on these attacks 
caused by these compromised nodes with legal keys. In this case, Intrusion Detection 
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System (IDS) can work as second secure defense of WSN to further reduce attacks 
and insulate attackers. In traditional networks, traffic and computation are typically 
monitored and analyzed for anomalies at various concentration points. However, this 
is often expensive in terms of network’s memory and energy consumption, as well as 
its inherently limited bandwidth. Wireless sensor networks require a solution that is 
distributed and inexpensive in terms of communication, energy, and memory re-
quirements. Therefore, these traditional techniques of IDS must be modified or new 
techniques must be developed to make intrusion detection work effectively in WSN. 

In this paper, we propose a novel intrusion detection system (SAID) to be suitable 
for deploying in WSN. There are several nice characteristics of SAID: 

1) SAID with three-logic-layer architecture adopt the merits of local intrusion 
detection system and distributive & cooperative intrusion detection system 
and is self-adaptive for intrusion detection of resource-constraint WSN. SAID 
can actively trigger agent evolution to more effectively prevent intrusion when 
WSN suffers unknown attacks. For most known attacks, fixed node monitor 
agent can not only take responsibility for monitor intrusion but also make in-
trusion decision locally to further reduce communication overhead. For these 
distributive cooperation attacks, these distributive mobile monitor agents will 
cooperatively collect abnormal information of network to help a correct intru-
sion decision. 

2) SAID is suitable to deploy in WSN. Knowledge base and agent generator are 
deployed in resource-rich base station where the complex algorithm (e.g. ge-
netic algorithm) for agent evolution can be computed and intrusion rules can 
be stored. We also simplify and customize three kinds of agents and make 
them suitable to deploy in WSN. Especially, there are fixed agent and mobile 
agent in SAID, which can trade off the communication overhead and network 
security.  

3) The update, renewal and deployment scheme of agents and knowledge base 
are also presented in this paper. The agent lifecycle was described in order to 
decrease network load at the case of normal network state. The analysis and 
case experiment illustrate that SAID have nice properties to defend intrusion. 

4) SAID is a developable system. By combining algorithms like genetic algo-
rithm and heuristic study for evolution of agent, SAID can further improve 
performance to prevent these know and unknown attacks in WSN. However, 
it will increase the resource consumption of sensor node a little because these 
algorithms are computed mainly in Base Station (BS). 

The rest of our paper is organized as follows. Section 2 gives the relative work. 
Section 3 proposes our system architecture with three logical layers and presents its 
intrusion response scheme. In section 4, we design agent layer, especially the indi-
vidual design of three kinds of agents. Section 5 proposes the agents’ rate setting 
and their evolution scheme in knowledge base layer. Section 6 analyzes the proper-
ties of SAID. In Section 7, we implement the SAID by simulation and analyze  
its performance. At last, we draw a conclusion and point out the further work in 
section 8. 
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2   Related Work 

Intrusion Detection System (IDS) in traditional network have been widely proposed 
and applied. Ambareen Siriaj[6] presented a model of decision engine for intelligent 
IDS. This decision engine use Fuzzy Cognitive Maps and fuzzy rule-bases for causal 
knowledge acquisition and to support the causal knowledge reasoning process. Paul 
K. Harmer et.al presented artificial immune system architecture for computer security 
[7]. Christopher Kruegel applied mobile agent technology to intrusion detection [8]. 
In mobile Ad Hoc networks (MANETs), P. Albers and Camp proposed a kind of 
general intrusion detection architecture based on the implementation of a local intru-
sion detection system (LIDS) at each node [9]. Zhang and Lee [12] have proposed 
that the intrusion detection and response system in MANETs should also be both 
distributed and cooperative. They proposed the IDS architecture with six modules: 
local data collection, local detection engine, local response module, secure communi-
cation, cooperative detection engine and global response module. Kachirski and Guha 
[10] proposed a multi-sensor intrusion detection system based on mobile agent tech-
nology. They divided the mobile agents into three kinds of agents: monitoring agent, 
decision agent and action agent. Sterne et al. [13] proposed a dynamic intrusion detec-
tion hierarchy that is potentially scalable to large networks by using clustering. Sun et 
al. [4] has proposed an anomaly-based two-level non-overlapping Zone-Based Intru-
sion Detection System (ZBIDS). Many of them have been classified and summed up 
well in [14]. In wireless sensor network, Tansu Alpcan, Afrand Agah et al. proposed 
to adopt game theory for decision and analysis in intrusion detection of WSN[4][5]. 
Soumya Banerjee et al proposed an ant colony based intrusion detection mechanism 
in [11]. Chien-Chung Su et al proposed two approaches to improve the security of 
clustering-based sensor networks: authentication based intrusion prevention and en-
ergy-saving intrusion in [15]. 

Since the characteristics of WSN (e.g. resource constrains of sensor nodes, Ad Hoc 
mechanism, the sensor node may be static after deployment, etc), most IDS for inter-
net network or mobile Ad Hoc network cannot be applied in WSN well. Therefore, 
the researches in IDS of WSN are still at the beginning. 

3   System Architecture  

3.1   Architecture of Intrusion Detection System  

In our architecture, there are three logical layers, which compose of knowledge base 
on top, wireless sensor network on bottom and agent layer in the middle (see Fig.1). 

Imposed by immune system, we classify the agents as the monitor agents (compose 
of fixed node monitor agents and mobile network monitor agents), decision agents 
and defense agents in the agent layer. The monitor agents take responsibility for col-
lecting the abnormal behavior of node and network; the decision agents make a judge 
when they get alarms from monitor agents; the defense agents are in charge of block-
ing or killing these compromised nodes when they receive the instruction from deci-
sion agents. We will illustrate how to design and deploy these agents in section 4. 
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In the knowledge base layer, it takes responsibility for evolution of all kind of 
agents, pattern memory and self-renewal. In addition, it also instructs all kinds of 
agents to upgrade/degrade by measuring their performance (e.g. their ability for dis-
covering, judging, blocking attackers correctly). We will introduce details of this 
layer in Section 5. 

 

 

Fig. 1. Architecture of intrusion detection system 

3.2   Intrusion Response Scheme 

In this architecture, the monitor agents, decision agents and defense agents cooperate 
to defend intruders in network. The knowledge base gets network performance and all 
agents’ response information. When the network suffers unknown attacks, the agent 
generator, instructing by knowledge base, generates new agents to defend these at-
tackers.  

We describe the intrusion response of SAID in the following. 

1) When the monitor agents have detected abnormal behaviors of sensor nodes 
or network, they make an alarm to those corresponding decision agents while 
sending the same alarm to the knowledge base too. 

2) After the decision agents get an attack alarm from monitor agents, they make 
a judge for the correctness of the alarm. They also send their decisions to 
knowledge base. If the alarm is regarded as true, the decision agents will trig-
ger those suitable defense agents to block or kill the attackers. 

3) Triggered by decision agents, the defense agents surround the attackers to 
block or kill them. They also send the information of their actions to knowl-
edge base. 

4) The knowledge base will integrate the information from monitor agents, deci-
sion agents and defense agents. With this information, it can improve reputation 
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rank of the agents if they always make action correctly (usually by way of set-
ting a threshold). By contrast, if these monitor agents, decision agents or defense 
agents cannot work correctly to block these attacks, the knowledge base can  
decide to degrade their reputation rate. In addition, the knowledge base will  
instruct the agent generator to generate new agents for replacing these inferior 
agents by evolution. 

The principle of intrusion response illustrates that SAID will respond these known 
attacks more rapidly and effectively because it only depends on the cooperation 
among the local monitor agents, decision agents and defense agents. For those un-
known attacks, instructed by knowledge base, SAID also can generate new adaptive 
agents to defend them.  

4   Agent Layer 

In our system, there are three kinds of agents: monitor agents (compose of node and 
network monitor agents), decision agents and defense agents. For every kind of 
agents, they are also composed of different agents, which provide various functions 
for different attacks and distribute in WSN according to district partition.  

4.1   The Monitor Agents 

The monitor agents are similar with T-Cell in immune system and have the function 
to monitor and report anomaly behavior of nodes (e.g. Attack nodes frequently send 
packages to exhaust the resource of WSN). They usually have four function modules, 
which orderly are 1) information collection -> 2) filtration -> 3) code -> 4) communi-
cation with decision agents. In SAID, we propose two kinds of monitor agents. One is 
the mobile network monitor agents that monitor the whole network, especially the 
traffic of network. The other is the fixed node monitor agents that detect the malicious 
behavior of neighbor nodes. To tradeoff between communication traffic and security 
in WSN, we simplify the function modules of monitor agents. 

For the fixed node monitor agents, they can be a table in a node that will record the 
behaviors of neighbor nodes. For example, node V has its neighbor nodes V1, V2, V3, 
the node monitor agent is shown as Table 1. Once the values in the agent table surpass 
corresponding threshold, the agents send an alarm that record the abnormal behavior of 
nodes, to knowledge base and the suitable decision agents. Obviously, the fixed node 
monitor agents are simple and effective to defend these attacks from neighbor nodes. 

For the network monitor agents, they move around the network and cooperate to-
gether to detect the abnormal behavior of the network, especially these notorious or 
unknown attacks. These agents can trace data package transmission throughout the 
network to find those notorious attacks like Wormhole [3], Sybil [2], etc. Also, once 
they detect these unknown attacks, they send their collection information to knowl-
edge base instantly. Thus, the knowledge base can call the agent generator to con-
struct new monitor, decision, defense agents to deal with these unknown attacks. 
Moreover, by integrating the information of the fixed node monitor agents, they can 
find those attacks that the fixed node monitor agents can’t detect. For example, adver-
sary may hide their behavior a little below all thresholds of the frequency of sending 
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packages, loss of packages, latency and so on. If a network monitor agent visits these 
fixed node monitor agents, it can integrate the intrusion information and make a more 
accurate intrusion decision. In addition, it is usually effective to detect these distribu-
tive and cooperative attackers. 

To reduce communication traffic among the monitor and decision agents, we pro-
pose to code the monitor information. If an index item in Table1 exceeds the thresh-
old, we set the corresponsive code bit to 1, otherwise 0.  For example, in table1, the 
monitor information code of the monitor agent in node V (see Table1.) should be Idv1-
100…and Idv2-010… 

Table 1. Node monitor agent in node V 

Neighbor Node Frequency of Sending 
Packages 

Loss Rate of 
Packages 

Latency Others 

1V  14  1% 30ms … 

2V  2  24% 50ms … 

3V  3 2% 100ms … 

Threshold  10 20% 60ms … 

4.2   The Decision Agents 

The decision agents are similar with B-Cell in immune system. All kind of decision 
agents is distributive, mobile, cooperative and redundant. Thus, these decision agents 
can cooperate effectively to make a correct decision for distribute attacks. It will also 
help the system to avoid communication bottleneck and reduce the influence of single 
point failure, because we redundantly distribute decision agents to make a decision in 
a local scope. Usually these decision agents only visit the clusters of sensor network 
because the clusters usually have relatively more resource in WSN. 

The major objective of decision agents in SAID is to detect the existence of non-
self patterns within a potentially large set of existing non-self patterns.  

Given the input string : {0,1}lI I ∈ , the decision agents’ matching set 

1 2: { , ,... }iD D α α α∈ , where {0,1} , ,k k l i Nα ∈ ≤ ∈ , a matching function 

: ( , ) { : | 0 1}f f I p R p pα → ≥ ∧ ≤ , and a matching threshold ε , the classifi-

cation as self or non-self can be made as 

, ( , ) 1
( , , , )

,

maliciou f I
match f I D

benign otherwise

α ε
ε

≥ −⎧
= ⎨
⎩

 (1) 

To simplify the pattern matching, SAID adopts the statistical matching rules. The 
correlation coefficient produces a number between -1 and 1 that relates how similar 

the two input sequences are. It is defined as follows. , {0...255} , / 8NX Y N l∈ = , 
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Thus, it is easier for sensor node to compute and judge the intrusion alarms. 

4.3   The Defense Agents 

The defense agents act somewhat similar as the antibody that is secreted by lympho-
cyte. Their function modules involve the self-copy, isolation and suicide. According 
to the information from the decision agents, the defense agents can visit the neighbor 
nodes of the attack node and take appropriate actions. These actions will include 1) 
requiring the neighbor nodes to low the priority or refuse relaying the packages from 
these attack nodes; 2) telling the sending node another routing path in order to cir-
cumvent the attacker; or 3) repairing the attacked node by renewing the encryption 
keys of nodes. By these ways, they can isolate the attack nodes successfully  
(see Fig.2). The defense agent also can copy themselves to surround the intruders 
when it arrive nearby the adversary and suicide after an appropriate period (see Fig.3) 
in order to reduce the communication overhead of WSN. It is very necessary when the 
WSN suffers the attacks, especially for resource exhaustion attacks. 

At last, it is worthy to point out that these monitor agent, decision agent and  
defense agent are diversiform. To defend most known attack in WSN, the function 
modules of part agents can be integrated and deployed in several nodes in a cluster of 
WSN. Thus, the communication overhead of WSN can be further reduced because the 
agent cooperation for intrusion detection is decreased. 

 

Fig. 2. Defense agents isolate the attack node by cutting links and circumventing attacker 
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5   Knowledge Base Layer 

The knowledge base usually deploys in the Base Station (BS) because the BS provide 
rich resource to upgrade/degrade agents, to reconstruct agent, and to evolve agents. 
Also the knowledge base need evolve intelligently to defend all kinds of attacks. 
There are two ways to renew the knowledge base:  

-Periodically polls all kinds of agents to collect abnormal behaviors of network and 
action performance of agents themselves.  

-Agents actively submit information to knowledge base if it is necessary (e.g. a 
large-scale unknown attack happen).   

5.1   Upgrade/Degrade Agent’s Rate 

By collecting the information from various agents, the knowledge base can up-
grade/degrade the agents’ rate according to their performance. If the number that a kind 
of agents makes correct action exceeds a threshold, the system will improve their rate 
until they reach the top ones. In other word, these agents will win longer life-span and 
more numbers if they have the good performance. On the contradiction, the system may 
lower their rate or even kill those agents immediately if they are not good ones. For 
example, if a node monitor agent always reports false alarm, the system will degrade 
this kind of monitor agents’ rate. We describe the lifecycle model of agent in Fig.3.  

Agents 
Action

Rate of Correct 
Action>=Threshold?

Upgrade Agent 
Rate

Extend Lifetime

Lifetime Reached?

Death
Rate of Wrong 

Action>=Threshold?

Degrade Agent 
Rate

Shorten Lifetime

Yes Yes

Yes

No

 

Fig. 3. Agent lifecycle model 

5.2   Evolutions of Agent  

In our schemes, there are two triggers for the evolution of agents. 1) One is trigged by 
these unknown attacks, which usually are detected by mobile monitor network agents. 
2) The other is to evolve the agents periodically and actively.  

On the one hand, during the periodical evolution, the system will replace or  
modify these inferior agents by heuristic study from knowledge base. For example, 
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the system may properly improve the item threshold of inferior node monitor agents 
to reduce the false positive rate (Type I error) or low threshold to minimizing false 
negative rate (Type II error) when need; it can adjust the matching threshold of deci-
sion agents to improve the correct rate of their decision-making; it can modify the 
defense agents’ code to defend more effectively according to the feedback informa-
tion of network. 

On the other hand, when the WSN is being intruded by some unknown attacks, the 
knowledge base will reconstruct the agents to deal with these unknown attacks by GA 
(Genetic Algorithm). Because many unknown attacks may be the union of known 
attacks in WSN, we propose to choose senior agents as parents to simplify algorithm 
and adopt mutation operator to construct diverse children. The fitness value can be 
adjusted by the feedback of network performance. By iterations, these worse indi-
viduals will gradually be replaced by offspring if those offspring have a better fitness.  

6   Properties Analysis of SAID 

By employing the artificial immune system and intelligent multi-agents technology, 
there are serveral favorable properties in SAID. We describe some of them in the 
following. 

Distributability: Because our agents distribute in whole WSN like lymphocytes in 
body and the knowledge base renews periodically or only when the WSN suffers 
unknown attacks, it is almost no single point of failure and communication bottleneck 
(we assume that base station is secure). The three kinds of agents are logically inde-
pendent and have interfaces to associate each other. The monitor agents can monitor 
the node behavior and network behavior by using the fixed node monitor agents and 
mobile network monitor agents; decision agent can analyze, judge and respond alone; 
and defense agent can also move, surround and block the intruders independently.  

Autonomy: As the immune system does not require external management or mainte-
nance to classify and eliminate pathogens, the knowledge base and all kinds of agents 
also can autonomously monitor, make decision and defend the intruders by agent 
cooperation. The knowledge base and agents can update or renew autonomously in 
SAID. 

Self-adaptability: Like the immune system can learn to defend new pathogens, and 
has the ability to recognize known pathogens through immune memory, SAID also 
can discover these unknown attacks by the cooperation of these mobile network 
monitor agents. The evolution of agents by genetic algorithm and heuristic study can 
also help SAID to defend unknown attacks. Moreover, the new signatures were stored 
in knowledge base and new agents like new antibody in immune system are con-
structed for use in future. In addition, the update of agent rates also makes the SAID 
more efficient to defend intrusion. 

Scalability: SAID is scalable because the agents to detect and respond intrusion are 
local and distributed. Monitor agent only communicates with local decision agents 
and each decision agent can make a judge locally. Therefore, adding more nodes in 
WSN will not influence the performance of SAID. 
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Light-Weight But Effectiveness: At first, SAID can reduce network load. Instead of 
sending detection data to intrusion detection center, it is simple to send these data to 
local agents for intrusion response. Moreover, when the WSN is not attacked, the 
number of agents in network will reduce gradually since we set the lifespan of agents. 
Therefore, SAID can adaptively reduce overhead of network traffic. At last, the de-
sign of agents is light-weight. We only use a node table as fixed node monitor agent 
to monitor the node behavior. And the mobile network monitor agents are also simple. 
They only need to monitor the traffic of network and trace the data flow randomly. 
The decision agents use simple pattern matching, function-correlation coefficient. 
Thus the memory-occupying and computation of decision agents is very saving. The 
defense agents also can be designed simply because usually they only need to inform 
the neighbor nodes to block intruder. In SAID, the evolution of agents is relatively 
complex for computation and memory requirement. However, because we deploy it in 
base station where has enough resource, SAID is still suitable to deploy in WSN.  

SAID is effective and efficient to defend known and unknown attacks. By evolu-
tion of agents using genetic algorithm and heuristic study, it can prevent the unknown 
attacks to some extent. SAID will be efficient to defend known attacks in that it can 
upgrades the rates of agents with good performance and degrade these inferior agents. 
By cooperation of agents, SAID can effectively detect these notorious attacks like 
Wormhole and Sybil attacks. In addition, at normal state, there are a few agents in 
WSN, but the agents can increase rapidly by self-copy or agents generator when it is 
necessary. 

7   Simulation Experiment  

To evaluate effectiveness and efficiency of our system, we have used the Berkeley’s 
network simulator (NS2.28) to implement the basic function of our SAID system. We 
suppose the intruder attack WSN by resource exhaustion (e.g. flooding attack), a kind 
of typical attack in WSN. The performance indexes like false positive rate, false nega-
tive rate, network traffic, packet delay, packet drop and energy consummation are 
evaluated in this experiment. 

7.1   Experiment Setup 

In the simulation scenario, 50 nodes are scattered randomly in a 1200x1200 flat space. 
The WSNs run normally during the first 200 seconds, suffer attack since the 200th 
second and start up SAID system at the 400th second. To test the energy consumma-
tion of node, we set every node the receiving packet power with 300mW, sending 
packet power with 600mW, idle power with 30mW. The malicious node number is 
respectively 1~2%, 10%, 20% node number of WSN in order to simulate different 
attack scenes. 

7.2   Experiment Result  

The experiment result shows that SAID can detect the malicious nodes correctly and 
no normal nodes are regarded as intrusion nodes. To ignore the influence of routing 
setup, we collect data after the 50th seconds. In the Fig.4, the sink receive packets with 
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rate about 11Kbps in the normal case. At the 200th second, the malicious nodes begin 
to attack. When one malicious node attacks, the whole network suffers traffic a little. 
However, when 5 and 10 malicious nodes attack, the traffic rise rapidly, about 
20Kbps and 23Kbps. At the 400th second, the defense system (SAID) begin to run. 
The network traffic decreases quickly and restore to normal level.  
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Fig. 4. Network traffic at normal state, suffering attack state and running SAID state 

In Fig.5, the average power consummation of node is illustrated. At the normal 
situation of WSN, the average node power consummation is about 0.8J per second. 
After the network suffers attack by 5 and 10 malicious nodes, the power consumma-
tion value is 1.5 times, 2 times respectively as the normal value. After running SAID, 
the energy consummation is a little lower than at the normal situation. This is because 
we only calculate the power consummation of normal node and these packets of mali-
cious node are discarded at right rather than retransmission. 
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Fig. 5. Average energy consumption of node per second at normal state, suffering attack state 
and running SAID state 



 SAID: A Self-Adaptive Intrusion Detection System in Wireless Sensor Networks 71 

The Fig.6 shows the index of average packet delay, when the WSN suffers intru-
sion, the delay value rise and the maximum delay value is about 120 ms. 

0 100 200 300 400 500 600

20

40

60

80

100

120

 2% malicious nodes
 10% malicious nodes
 20% malicious nodes 

A
ve

ra
ge

 P
ac

ke
t D

el
ay

 (
m

s)

Time (s)  
Fig. 6. Average packet delay at normal state, suffering attack state and running SAID state 

About 35% packets are dropped when the WSN is attacked by 10 malicious nodes. 
After running the SAID, The packets drop ratio decease instantly up to 3% (Fig. 7). 

 

0 100 200 300 400 500 600
0

5

10

15

20

25

30

35

40

 2% malicious nodes
 10% malicious nodes
 20% malicious nodes 

D
ro

p 
P

ac
ke

t R
at

io
 (

%
)

Time (s)  
Fig. 7. Average drop packet ratio at normal state, suffering attack state and running SAID state 

In this experiment, we implement the basic function of SAID. The result shows 
that SAID can defend flooding, playback and other resource exhaustion attacks well. 
After deploying SAID, the WSN can restore the normal communication at the case of 
serious attacks (e.g. 20% compromised nodes). 
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8   Conclusions and Future Work  

In this paper, we propose an agent and immunity-based intrusion detection system 
(SAID) that composes of three logic layers and illustrate its response mechanism for 
intrusion in WSN. Inspired by immune system, we regard WSN as body, intruder as 
pathogens and agents as lymphocytes to defend attacks. To meet the resource-
constraint of WSN, we design three kinds of light-weight agents and knowledge base 
by simplifying the artificial immune system. The deployment scheme of agents in 
WSN also was presented in this paper. In addition, SAID has the ability to detect 
these notorious attacks (e.g. sinkhole, wormhole) or even unknown attacks by intro-
ducing genetic algorithm and more effective agent cooperation algorithm. Therefore, 
SAID has not only the advantages of immune system like distributability, autonomy, 
adaptability etc, but also the characters of light-weight, effectiveness, efficiency and 
simpleness. The case experiment also illustrate that SAID is simple and suitable for 
WSN to deploy. 

Our future research will be devoted to develop all kinds of agents’ cooperation and 
communication to detect intrusion more effectively. Also the genetic algorithm should 
be further research and implement to improve the performance of SAID for these 
unknown attacks in WSN.  
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Abstract. Web applications employing database-driven content have become 
widely deployed on the Internet, and organizations use them to provide a broad 
range of services to people. Along with their growing deployment, there has 
been a surge in attacks that target these applications. One type of attack in par-
ticular, SQL injection, is especially harmful. SQL injections can give attackers 
direct access to the database underlying an application and allow them to leak 
confidential or even sensitive information. SQL injection is able to evade or de-
tour IDS or firewall in various ways. Hence, detection system based on regular 
expression or predefined signatures cannot prevent SQL injection effectively. 
We present a detection mode for SQL injection using pairwise sequence align-
ment of amino acid code formulated from web application parameter database 
sent via web server. An experiment shows that our method detects SQL injec-
tion and, moreover, previously unknown attacks as well as variations of known 
attacks. 

Keywords: Web Application Security, SQL Injection Attack, Web Application 
Parameter, Pairwise Sequence Alignment. 

1   Introduction 

A social stream such as popularization of Internet service, centralization of informa-
tion, and proliferation of e-commerce enhances the importance of web service, how-
ever, web security technology is far behind. According to the Gartner Group(www. 
gartner.com) in USA, more than 75% of cracking attacks are targeting web applica-
tion. Since web service (80 ports) is open to public access, it is functioning as security 
hole detouring firewall and IDS. Moreover, detection of web application attacks is 
very difficult because most web attacks are not able to be patterned [1], [2]. The web 
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cracking initially affects web server, web application server, and database. Then, e-
mail server and file server connected with them are affected secondarily. Furthermore, 
users of attacked application can also be affected. Therefore, the range of attacks 
depends on the intention of cracking. Among these attacks against web application, 
SQL injection is the most harmful and difficult type of attack to prevent. SQL injec-
tion is a way of attack to induce DBMS to produce unintended result by changing 
database-linked web application input. It is a trick to inject SQL query or command as 
an input to parameters possibly via web pages. It causes an error in web pages, which 
leads to change or deletion of data in database [3]. Different from other types of at-
tacks, SQL injection can be detected by neither host-based detection system [8] using 
system log nor network-based detection system [9], [10] using IP and port. Therefore, 
a new detection system specified to web application is required. 

Web application uses query string containing identical structure and value. As a re-
sult, parameter features repetition of identical variable name and keyword. Parameter 
attacked by SQL injection commonly shows a variety of operation using SQL query 
and special characters. Parameter data clear of unnecessary data has structures in which 
specific objects are lined up in a row, just like gene sequence studied in bioinformatics. 
It is notable that web application is not seriously affected by injection, deletion of 
parameter, or change of sequence. However, change of input value using special char-
acters or SQL query causes malfunction of web application. Hence, attackers prefer 
change of input value rather than change of the whole parameters, which does not 
meaningfully affect variable value alignment. We present a detection method for SQL 
injection using parameter data sent to web application via web server. It adopts amino 
acids alignment from bioinformatics in order to identify sequential features of parame-
ter data attacked by SQL injection. Using keyword replacement matrix, it transforms 
corresponding keywords such as SQL query and operators into amino acid code. Then, 
the identity is measured by pairwise sequence alignment. 

2   SQL Injection and Detection 

Web application uses network ports open to public access and various functions are 
linked with one another, which makes web application vulnerable to cracking. Fire-
wall, common security installation, is not an effective method for SQL injection since 
it cannot differentiate normal web traffic from attacked one. When it comes to IDS, it 
can detect previously known attacks against web application, however, cannot detect 
diverse patterns of SQL injection. In order to present detection method suggested, 
SQL injection and evasion will be further discussed. 

2.1   SQL Injection 

SQL Injection is a way to attack the data in a database through a firewall protecting it. 
It is a method by which the parameters of a Web-based application are modified in 
order to change the SQL statements that are passed to a database to return data. For 
example, by adding a single quote (‘) to the parameters, it is possible to cause a  
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second query to be executed with the first. SQL Injection against a database using 
SQL Injection could be motivated by two primary objectives:  

1) To steal data from a database from which the data should not normally be avail-
able, or to obtain system configuration data that would allow an attack profile to 
be built. One example of the latter would be obtaining all of the database pass-
word hashes so that passwords can be brute-forced. 
2) To gain access to an organization’s host computers via the machine hosting the 
database. This can be done using package procedures and 3GL language exten-
sions that allow O/S access [4]. 

 

Upon SQL injection, attackers dose not make whole new parameters. Rather, they 
insert SQL query and special character into existing parameters. Therefore, the fol-
lowing features are discovered when comparing normal parameters with ones at-
tacked by SQL injection. 

1) DB query and special characters used in operation are injected into parameters.  
2) New variable is made or normal parameter is deleted.  
3) Parameters are newly sequenced so that alignment is different.  
4) Unnecessary input such as comment is injected in parameter.  
5) Input value into parameters are encoded and used. 

Most targeted data are vulnerable to modification for SQL injection. Therefore, a 
variety of attacks including data injection, deletion, and modification are possible. 
Attacks producing intended result by combination of more than two kinds of SQL 
query are also possible. Hence, it is impossible to detect SQL injection by access log 
of web server or database. Detection of SQL injection requires verifying parameter 
input value before application parser interprets it [11], [14]. 

2.2   SQL Injection Evasion Technique  

SQL injection can partially be detected by normal IDS or insertion of user specified 
pattern into firewall. However, web functions as a path for interaction with other linked 
applications, and sends client request to application server program and returns the 
results. Accordingly, IP based access authentication is meaningless and web port is 
open to public access [5]. Signature based filtering can only examine one language or 
specific character pattern, which makes detouring of system possible by URL encod-
ing, Unicode/UTF-8, Hex encoding, or char() function. ASCII encoding using only  
7-bit ASCII and 1 byte is possible by URL encoding. Furthermore, it is possible to 
evade filtering by Unicode expressing characters with two bytes [6]. Besides, numer-
ous evasion techniques including injection of various blank characters, IP fragmenta-
tion, TCP segmentation, and various comments exists and are being improved [7].  

3   Sequence Analysis 

Sequence analysis in bioinformatics, which is used to detect similar area by comparing 
gene sequences or protein sequences, has rich precedent researches. It is used for func-
tion analysis on gene sequence of homogeny or heterogeneity based on the supposition 
that gene containing identical sequence has the same function. For example, most com-
monly used method to assume the function of certain gene is to search same or similar 
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gene sequence in genome database. Searching identical or similar part in two sequences 
is very meaningful in analysis on gene sequences or analogy of function. Since se-
quence analysis already has a plenty of researches in bioinformatics, it can be used not 
only for comparing gene or protein sequence but also for comparing similarity of all 
objects using SQL keyword and operators. For pairwise sequence alignment, Needle-
man-Wunsch [12] and Smith-Waterman [13] are mostly used. Both use dynamic  
programming based on identical mathematical background(analysis of most common 
characters) in order to locate the most appropriate sequence alignment, however, the 
former is mainly used for global alignment [15] while the latter for local alignment. 

4   Proposed Method 

Several types of sequencing alignment in bioinformatics can be adopted for trans-
forming parameter data into amino acid codes and their sequence alignment. Al-
though parameter data has specific features for each application and service, there is a 
common rule and keyword to send user's input value to web server via web browser. 
Upon sending it, web applications use POST or GET command. POST command 
delivers web user's request by standard input of application program while GET 
command send it by environmental variables. The key difference between GET and 
POST is whether parameters are included in HTTP request or in HTTP BODY. When 
web user's input value is added to property of parameter's name, it is shown as a form 
of 'name=value'. In order to differentiate many 'name=value's, the character of '&' is 
used, which is named 'query string'. These forms get through URL encoding before 
transmission. A variety of web applications function diversely through the above 
query strings. Therefore, it is very significant to analyze them, which reveals factors 
needed for specific application and the role of them. In conclusion, analysis on 
GET/POST query string is a process of analyzing weak point and preparing for  
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Fig. 1. Network topology for data collection. Network topology is composed of web server, 
application, and database in order to collect experimental data. OS is Fedora Core 3(kernel 
version 2.6.9) and web application uses a bulletin board developed by PHP language. 
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attacks as well as a key to detect web cracking. In this paper, we suggests a method 
that detects cracking by collecting parameter data sent to web application by a way of 
GET and POST command, transforming them into amino acid codes, and profiling 
the length and code of sequence (Fig. 1). 

4.1   Parameter Data Collection 

Input value requested by clients is encoded in diverse ways and sent to web server by 
GET and POST command. It is transformed into the same form with query string and 
saved as a file to collect experimental data. 

4.2   Keyword Replacement Matrix 

Collected data is transformed into data filtering and amino acid code referring to 
Keyword Replacement Matrix made by designation of keyword for extraction. Key-
word Replacement Matrix consists of database query mainly used for web attacks, 
operators such as plus (+) and minus (-), and special characters including sharp (#) or 
hyphen (-). However, since the number of amino acid is 20, keyword and special 
characters extracted from SQL query are limited to only 20 in order to use amino acid 
code pariwise sequence alignment. For example, there are 9 representative SQL 
query, which are DDL (Data Definition Language), DML (Data Manipulation Lan-
guage), DCL (Data Control Language) each of which are classified 3 types respec-
tively. Also, the number of operators such as logical module, arithmetic operator, 
mark, increase and decrease, comparison, and assignment operator is up to 40. There-
fore, since it is almost impossible to allot one keyword for one amino acid, corre-
sponding two amino acids to one keyword makes 20Π2, which leads to 400 keywords 
(Table 1). 

Table 1. A part of Keyword Replacement Matrix (20 X 20).  For example, the keyword “&” is 
replaced with the amino acid code “AM”. 

  A … M N P Q R … Y 

A     & AND '         

C     ,     : Create     

D Data         $ Drop     

E       END   =       

F             From     

…                   

V Variable
    UNION           

W Waitfor                 

Y                   
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Table 2. The process of corresponding parameter data to amino acid sequence. Extraction of 
keyword from parameter data and corresponding them to amino acid sequence. 

Normal &id=pds&referer=&user_id=admin&password=1234 
1.
Parameter 

Attack &id=pds&referer=&user_id=' or 1=1--&password=' or 1=1--

Normal & = & = & _ =               & = 2.
Extracted  
Keyword Attack & = & = & _ = ' or = - - & = ' or = - -

Normal AM EQ AM EQ AM VS EQ                                 AM EQ 3.
Corresponded 
Amino Acid Attack 

AM EQ AM EQ AM VS EQ AP QR EQ HY HY AM EQ AP 
QR EQ HY HY  

4.3   Parameter Keywords Alignment 

Global alignment [12] and local alignment [13] stated above are two representative 
keyword alignments. Attackers send crafted input value upon SQL injection. Consid-
ering each service of application has fixed parameter structure, comparison of normal 
parameter data with attacked one shows either partial difference in alignment or 
longer alignment due to injection. Therefore, among the above two alignments, global 
alignment focusing on identity of whole alignment is more effective. Furthermore, 
global alignment makes it easier to locate crafted input value in parameter data. 
Global alignment gives different score to identical element, non-identical element, 
and blank respectively, and then search for the result showing the highest sum of 
scores among possible alignments. 
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In formula 1, p(i,j) is a score given to whether i-th element and j-th element of 
alignment are identical or not. Gap is a cut in score for insertion of blank, which fills 
matrix a. The score lower right end of matrix a is the maximum score of global align-
ment [16]. 

4.4   Normal Parameter Profile 

Among normal data transformed into amino acid code, sequence alignments with the 
same length are compared and identity score is given. If they are not 100% identical, 
the length of alignment, parameter, and amino acid code are profiled. For similarity 
measurement, among normal codes, one closest to the length of attacking code is 
selected and lined up together with attacking code (Table 2). 
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Table 3. Information used to profile. Profile is comprised of the total length of sequence, the 
replaced amino acid codes and the query-string. 

Profile Length Parameter Amino Acid 

Profile 1 4 &id=test AMEQ 

Profile 2 6 &exec=db_status AMEQVS 

Profile 3 10 &mode=admin&group_no=2 AMEQVSAMEQ 

…. …. …. ….

Profile 21 174 
&no=&exec=view_board&ex
ec2=add_ok&page=&group_
no=2 … 

AMEQAMEQVSAMEQVSA
MEQAMEQAMEQSPAME 
…

---------------------------------------------------------------------------------------------------------------------------------------------

---------------------------------------------------------------------------------------------------------------------------------------------

---------------------------------------------------------------------------------------------------------------------------------------------

---------------------------------------------------------------------------------------------------------------------------------------------

 

5   Evaluation 

Experimental data composed of normal data and attacking data with SQL injection is 
collected separately, followed by comparison of identity between global alignment 
and local alignment. The Stages of detecting SQL injection are as follows. 

 

Stage 1) designate keywords for extraction 
Designate keywords (SQL query, operators, special characters, etc) to be ex-
tracted from parameters in keyword replacement matrix. 

Stage 2) transforming into amino acid code 
Transform normal data N and abnormal data A into N CodeAmino and A 
CodeAmino respectively by keyword replacement matrix. 

Stage 3) producing profile 
Profile Na CodeAmino and Nb CodeAmino which are normal but different in 
length as Pa CodeAmino and Pb CodeAmino. Align Na-1 CodeAmino and Na-2 
CodeAmino which have the same length as a pair of {Na-1 CodeAmino, Na-2 
CodeAmino}. Moreover, if they are not 100% identical, add Pa-1 CodeAmino and 
Pa-2 CodeAmino in profile. 

Stage 4) measure similarity of Na CodeAmino and Aa CodeAmino 
Upon experiment on Aa and  Ab of A CodeAmino whose length are different from 
each other, select Pa CodeAmino and Pb CodeAmino whose length is most simi-
lar with the above respectively, and align a pair of {Pa CodeAmino, Aa 
CodeAmino} and {Pb CodeAmino, Ab CodeAmino}, and finally measure identity. 

 

In order to find the most appropriate sequence alignment used in the experiment, 
profile search has been repeated until the minimum absolute value of subtraction of Aa 
CodeAmino length from Pa CodeAmino length is achieved. Formula 2 shows the proc-
ess of achieving MinLengthDiff. 

MinLengthDiff = min ( | Pa CodeAmino length － Aa CodeAmino length | ) (2) 

Alignment identity I for measuring non-similarity to detect whether Pa CodeAmino 
and Aa CodeAmino are injected is computed as shown in formula (3). If sequence 
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alignment of training data is needed to produce profile, only non-identical alignments 
should be included in profile in order to avoid overlapping. 

I = (alignment match code (Pa CodeAmino, Aa CodeAmino) ／  
Aa CodeAmino length + gap)) ✕ 100 (3) 
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Fig. 2. Result of global/local alignment using abnormal data. X-axis indicates group of 3 at-
tacking code sequence alignments with the same length. Y-axis shows identity with profile. The 
result of experiment reveals that local alignment is not appropriate to measure similarity be-
cause local alignment shows high level of identity with profile. 

The identity for the measurement of non-similarity is computed by dividing iden-
tity scores of two sequence alignments by sum of blank length and whole sequence 
length. Namely, upon calculating similarity, score is computed in consideration of 
sequence length both in the case of long sequence length with high identity score and 
in the case of short sequence length with low identity score, which secures balance. 
Alignment is compared in order to judge which alignment is superior (Fig. 2). 

 

 

Fig. 3. Result of global alignment using profile and test data. X-axis indicates pairs of normal 
code sequence and attacking code sequence with the same length. Y-axis shows identity with 
profile. Identity of normal data is 100% while abnormal data shows about 85%, which is ap-
propriate as critical point. 

31 normal parameters are extracted from collected data of normal use of web ap-
plication. Extracted parameter data is transformed into amino acid code and over-
lapped sequences are eliminated. As a result, 21 normal amino acid code profiles are 
produced. Normal data consisting of 300 sequences from normal web service and 
abnormal data consisting of 70 sequences containing various SQL injections are used 
in experiment data. 



82 J.-C. Park and B.-N. Noh 

6   Conclusion 

So far, IDS and firewall has not been enough to ensure the security of web applica-
tion, however, the experimental data shows that presented method is able to block 
abnormal approach to web application and to detect previously unknown attacks as 
well as variations of known attacks. Furthermore, availability of web service and 
decrease of false positive are secured by using parameters from web server and fast 
global alignment algorithm, not analyzing packet data. The next study is needed to 
conduct an experiment to detect various attacks against web application other than 
SQL injection in order to secure wide application of this method and a study for more 
accurate measurement of similarity is required as well.  
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Abstract. Most of researches for intrusion detection model using data mining 
technology have been dedicated to detection accuracy improvement. However, 
the size of intrusion detection model (e.g. detection rules) is as important as de-
tection accuracy. In this paper, a method sIDMG is proposed for small-size in-
trusion detection model generation by using our classification algorithm sC4.5. 
We also propose an algorithm sC4.5 for small-size decision tree induction for a 
specific data by complimenting the split-attribute selection criteria of C4.5 dur-
ing the tree induction. The approach of sC4.5 is to select the next highest gain 
ratio attribute as the split attribute if the training data set is satisfied with bias 
properties of C4.5. The results of performance evaluation gives that sC4.5 pre-
serves detection accuracy of C4.5 but the decision tree size of sC4.5 is smaller 
than the existing C4.5. 

1   Introduction 

Intrusion detection using data mining technology is mature research area [1]. Classifi-
cation technology is very widely used in intrusion detection. Classification is a data 
mining task mapping data into predefined groups or classes [2, 3]. Classification task 
consists of two distinct processes. One is the process to build classifiers from training 
data and the other is the process to apply the classifiers to test data. Most of classifica-
tion algorithms focus on the building process because the building process is more 
complex and difficult than the applying process. There have been a number of classi-
fication algorithms such as decision tree [4, 5], support vector machine (SVM) [6, 7], 
incident based classification [8], neural network [9, 10] and bayesian algorithms [11], 
and accordingly, the classification has been applied to many application areas includ-
ing an intrusion detection in security area [1, 2, 12, 13]. Decision tree algorithms are 
not the best in all performance metrics, but induct understandable a decision tree as a 
classifier with high accuracy during the short time compared with other classification 
algorithms, and so they are still attractive in spite of being old fashioned [14, 15, 16]. 

Most of researches for decision tree classification algorithms have been dedicated 
to classification accuracy improvement or the speed of decision tree induction [17, 18, 
19]. However, the size of decision trees is as important as classification accuracy in 
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the performance of decision tree algorithm. Given two decision tree with the same 
accuracy, the simpler one should be preferred. The proposition is based on William 
Occam’s famous razor [20]. Big-size decision trees overfit easily training data and so 
the classification accuracy can be poor for test data or real world data. However, 
small-size decision trees do not overfit easily training data and so the classification 
accuracy can be good for test data or real world data. Small-size decision trees also 
increase tree interpretability and classification speed compared with big-size trees. It 
is proved as NP-Complete problem to construct optimal binary decision trees that are 
the optimal tree minimized the expected number of tests required to identify the un-
known object [21], and so many decision tree algorithms use heuristic method to 
induct the high accurate and small-size tree preferably. 

In this paper, we generate the small-size intrusion detection model (sIDMG) as the 
format of decision tree by using our classification algorithm sC4.5. We propose an 
algorithm sC4.5 for small-size decision tree induction for a specific data to solve the 
overfit problem and improve classification speed by complimenting the split attribute 
selection criteria of C4.5 during the tree induction. C4.5 is one of the most popular 
decision tree algorithms. Our approach is to select the next highest gain ratio attribute 
as the split attribute if the training data set is proper to three bias properties of C4.5, 
while C4.5 selects the highest gain ratio attribute as the split attribute. The results of 
performance evaluation gives that sC4.5 preserves classification accuracy of C4.5 but 
the decision tree size of sC4.5 is smaller than the existing C4.5. 

This paper is organized as follows. In Section 2, we briefly introduce decision tree 
as intrusion detection model and the popular decision tree algorithm C4.5. In Section 
3, we explain the proposed method sIDMG. In Section 4, we develop intrusion model 
generation of sIDMG that is decision tree induction algorithm sC4.5. In Section 5, we 
evaluate intrusion model of sIDMG for the performance of the proposed algorithm 
sC4.5 by several experiments. Finally, we discuss about the paper in Section 6, and 
then conclude the paper in Section 7. 

2   Related Work 

In this section, we explain the decision tree and our reference algorithm C4.5. First of 
all, we summarize in Table 1 the notation to be used throughout the paper. 

2.1   Decision Tree 

Suppose a given training data set (or database) { }pttttD ,...,,, 321=  consists of p 

tuples with n classes and m attributes. A decision tree T  for D  is a tree consisting of 

a set of nodes LeafInternal NNN ∪=  and a set of archs (or edges) E . InternalN  is a 

set of internal nodes labeled with an attribute AAk ∈ . LeafN is a set of leaf nodes 

labeled with a class Cc j ∈ . Ee∈  is the arch labeled with a predicate of the parent 

node kA  and its attribute value kki Av ∈ . A decision tree size is number of nodes. A 
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decision tree is used to classify each tuple it  by assigning the corresponding attribute 

value to the attribute of each node and testing the predicate of each arch from root to 
leaf recursively. The proportion of tree size to database size is the compress ratio 
CR=|T|/|D|. 

Table 1. Notation 

Symbol Description 

D  A set of training data. { }pttttD ,...,,, 321=  

cD  The subset of D  satisfying with cci = , the class of the each tuple it . 

vAk
D =  The subset of D  satisfying with vaik = , the value of each tuple it  for kA  

C  A set of classes. { }nccccC ,...,,, 321=  

A  A set of attributes. { }mAAAAA ,...,,, 321=  

kA  k-th attribute of A . 

If kA  is continuous type, { }RealvvAk ∈= |   such that mk ≤≤1  .  

If kA  is discrete (or category) type, { }klkkkk vvvvA ,...,,, 321=  such that 

mk ≤≤1  and WordSetvki ∈ . 

it  i-th tuple of D . 

{ }iimiiii caaaat ,,...,,, 321=  such that CcAa kik ∈∈  and . 

S  
Cardinality of a set S. 

T  Decision tree. ENT ∪=  and NT = . 

N  A set of nodes in decision tree. LeafInternal NNN ∪=  

InternalN
 

A set of internal nodes labeled with an attribute of A . 

LeafN  A set of leaf nodes labeled with a class of C  

E  A set of archs labeled with a predicate of the attribute value for the parent node kA  

( ) { }{ }≥≤><=∈∈∈= ,,,,,,|,, NnNnvAnnE
kklk AInternalAkkAA

 

For example, Fig. 1(a) shows an example of a training data (called TD_Unbiased) 
about golf play according to the weather. TD_Unbiased consists of 14 tuples with 2 
classes (yes, no) and 4 attributes (discrete: Outlook and Windy, continuous: Tempera-
ture and Humidity). Fig. 1(b) shows a decision tree for TD_Unbiased with Outlook 
root node, Humidity and Windy internal nodes, yes or no leaf nodes, and arcs with 
their predicates. The tree size and compress ratio for TD_Unbiased are 8 and 57.14% 
(= 8/14), respectively. 
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Fig. 1. Example of training data (called TD_Unbiased) and decision tree 

2.2   C4.5 Algorithm 

C4.5 is one of the most popular decision tree algorithms. Quinlan (1993) have pro-
posed C4.5 to solve the inherent problems of ID3 decision tree algorithm [22]. C4.5 
uses information gain ratio method to solve information gain bias property of ID3 and 
processes continuous typed attributes and unknown attribute values. C4.5 builds the 
decision tree fully for training data set based on information gain ratio criteria and 
then prunes it based on the post-pruning method of reduced-error estimation to solve 
the overfit problem and decrease the tree size [22]. C4.5 chooses the attribute as split 
attribute with the highest information gain ratio based on information theory and 
prunes the decision tree by the pruning algorithm based on minimum description 
length (MDL) principle like most of other algorithms [23]. However, C4.5 has the 
property to induct unbalanced or big-size decision trees for a certain type of training 
data set like ID3. 

C4.5 inducts the decision tree with a divide and conquer strategy. C4.5 algorithm is 
shown in Fig. 2. C4.5 algorithm is trying to choose the locally best choice by select-
ing the attribute with the highest information gain or gain ratio value. The strategy is 
greedy and so no backtracking is allowed. Steps from (1) to (9) initialize the decision 
tree and computes gain or gain ratios for each attribute for the input data set. In step 
(3), C4.5 stops the induction and then returns the leaf node as the output decision tree 
if the input data set meets the stop criterion of one class or few classes. C4.5 selects 
the split attribute in step (10). In steps from (12) to (23), C4.5 splits the input data set 
into subsets according to the attribute type and then inducts the decision tree for the 
subset recursively. 

C4.5 selects the attribute as the split attribute with the highest information gain or 
gain ratio in step (10). The information gain or gain ratio is based on the information 
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Fig. 2. C4.5 decision tree induction algorithm 

theory. Entropy, the measure for information of a training data set D  is calculated as 
the follow: 

( ) ( )∑
∈

⋅−=
Cc

cc ppDEntropy 2log  with 
D

D
p c

c =  (1) 

where cD  is the subset of D  satisfying cci = , the class of the each tuple it . The 

information gain of kA  for D  is calculated as the follow:  

( ) ( ) ( )( )∑
∈

=⋅−=
k

k
Av

vAvk DEntropypDEntropyADGain ,  with 
D

D
p

vA

v
k == . (2) 
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The split information of an attribute kA  for a training data set  is calculated as the 

follow: 

( ) ( )∑
∈

⋅−=
kAv

vvk ppADSplitInfo 2log, . 
(3) 

The information gain ratio of an attribute kA  for a training data set D  is the ratio 

of information gain to its split information like this: 

( ) ( )
( )k

k
k ADSplitInfo

ADGain
ADGainRatio

,

,
, = . (4) 

3   sIDMG Method 

In this section, we propose the method sIDMG for small-size intrusion detection 
model generation like Fig. 3. sIDMG consists of three parts: system audit data collec-
tor, intrusion model generation engine, and intrusion model evaluation engine. 

System Audit Data Collector

Intrusion Model
Generation Engine

(sC4.5)

Intrusion Model
Evaluation Engine

(sC4.5eval)

Training Data Test Data

Intrusion 

Detection Model

Evaluation

Result

System Audit Data Collector

Intrusion Model
Generation Engine

(sC4.5)

Intrusion Model
Evaluation Engine

(sC4.5eval)

Training Data Test Data

Intrusion 

Detection Model

Evaluation

Result

 

Fig. 3. sIDMG Method 

System audit data collector monitors the behavior of host and network, collects 
the audit data about user defined items such as registry key events as host item and 
packet counts as network item, and constructs the training and test data set for the 
Intrusion Model Generation Engine and the Intrusion Model Evaluation Engine. 
Intrusion Model Generation Engine receives the training data as input, then gener-
ates intrusion detection model. After generation of intrusion detection models, In-
trusion Model Evaluation Engine receives the model and test data, then evaluates 
the model for accuracy, model size, and compress ratio. We develop sC4.5 classifi-
cation algorithm for small-size decision tree induction and apply sC4.5 to Intrusion 
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Model Generation Engine. The intrusion detection model in this paper is a decision 
tree. We also develop sC4.5eval  for Intrusion Model Evaluation Engine. Our main 
focus is small-size intrusion model generation, and so we do not mention about 
System Audit Data Collector further. 

4   sIDMG – Intrusion Model Generation (sC4.5) 

In this section, we propose an algorithm sC4.5 for small-size decision tree induction 
for a specific data to solve the overfit problem and improve classification speed by 
complimenting the split attribute selection criteria of C4.5. Our approach is to select 
the next highest gain ratio attribute if the data is satisfied with three bias properties of 
C4.5. First of all, we observe three bias properties of C4.5 and then we define the type 
of training data set proper to the bias properties of C4.5. Finally, we compliment the 
split selection criteria of C4.5. 

4.1   Bias Properties for C4.5 Split Attribute Selection Criteria 

C4.5 selects the split attribute with the highest information gain or gain ratio. The 
split attribute selection criteria of C4.5 have the three bias properties for gain and gain 
ratio. Each bias property is described through the following example shown in Fig. 4. 
Fig. 4 shows the training data (called TD_Biased for convenience) in which both of 
ID and Ground attributes are added to TD_Unbiased. 

 

Fig. 4. Training data set (called TD_Biased) adding ID and Ground to TD_Unbiased 

Gain Bias is the bias property that the information gain for an attribute is propor-
tional to the number of its values shown as the following equation. 
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( ) kk AADGain ∝,  (5) 

Gain Bias enables the decision tree size to be big in the first time from the root 
node because the root node is biased to be the attribute with many arcs and so com-
press ratio can be poor. The gain rank for TD_Biased of each attribute is ID > Ground 
> Outlook, same as the rank of the number of attribute values. 

Inequality Bias is the bias property that the information gain ratio is in-
versely proportional to the degree of the split equality (called spread degree) 
which means the equality of sizes of subsets split by an attribute shown as the 
following equation. 

 

( ) ( )k
k ADeeSpreadDegr

ADGainRatio
,

1
, ∝  (6) 

Spread degree can be defined as the inverse of the variance of the subset sizes. If 
spread degree is big, the sizes of subsets split by an attribute are very similar each 
other. Otherwise, the sizes of subsets are very different each other. Spread degree is 
shown as the following equation. 

( )
( )∑

∈
= −

=

k

kk
Av

AvA

k
k

DD

A
ADeeSpreadDegr

2
,  ∑

∈

=
k

kk
Av

A
k

A D
A

Dwith
1

  
(7) 

In equation (7), the denominator is non-zero. Spread degree is defined as MAX 
when the denominator is zero. MAX means all sizes are equal. 

GainRatio Bias is the bias property that the information gain ratio still has the in-
formation gain bias property although the information gain ratio is proposed to solve 
the gain bias problem shown as the following equation. 

( ) kk AADGainRatio ∝,  (8) 

If we get rid of ID from TD_Biased, C4.5 selects the Ground as the split attribute 
because the gain and gain ratio of Ground is the biggest of other attributes except ID 
attribute. However, the number of Ground attribute values is the biggest of other at-
tributes except ID attribute. This case means the information gain ratio is still biased 
to select the attribute with many values. 

4.2   Type of Training Data Set Proper to Bias Properties of C4.5 

We define three types of training data set proper to each bias property of C4.5. 
Gain Bias Type is the type of training data set proper to Gain Bias. Any differ-
ent attributes Ai and Aj exist satisfied with the condition that the number of Ai 
attribute values is much more than the one of Aj attribute values but the infor-
mation gain of Ai is little bigger than the one of Aj. The information gain of Ai 
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is equal to the one of Aj under the tolerance ε . From TD_Biased, Ground and 
Outlook is the same as Ai and Aj. The condition is formally described as the 
following equation. 

( ) ( )
,  , ,

  , ,

i j i j

i j

A A with i j A A C

and Gain D A Gain D A ε

∃ ≠ >> ≥

= +
 (9) 

Inequality Bias Type is the type of training data set proper to Inequality Bias. Any 
different attributes Ai and Aj exist satisfied with the condition that the information 
gain ratio of Ai is littler bigger than the one of Aj although the spread degree of Aj is 
much bigger than the one of Ai. TD_Biased with Humidity and Windy may be proper 
to the inequality bias type with Ai and Aj respectively. The condition is formally de-
scribed as the following equation. 

 

( ) ( )
( ) ( )

,   , , , ,

  , ,

i j i j

i j

A A with i j SpreadDegree D A SpreadDegree D A

and GainRatio D A GainRatio D A ε

∃ ≠ <

= +
 (10) 

GainRatio Bias Type is the type of training data set proper to GainRatio Bias. Any 
different attributes Ai and Aj exist satisfied with the condition that the number of Ai 
attribute values is much more than the one of Aj attribute values but the information 
gain of Ai is little bigger than the one of Aj. Ground and Outlook is the same as Ai and 
Aj. The condition is formally describe as the following equation. 

( ) ( ) ε+=

≥>>≠∃

ji

jiji

ADGainRatioADGainRatioand

CAAjiwithAA

,, 

, ,  ,
 (11) 

4.3   sC4.5 Split Attribute Selection Algorithm 

Our proposed algorithm sC4.5 selects the attribute as the split attribute with not the 
highest gain or gain ratio like C4.5 but the next highest gain or gain ratio., if any 
training data set is satisfied with three types - Gain Bias Type, Inequality Bias Type, 
and GainRatio Bias Type. Otherwise, sC4.5 selects the attribute as the split attribute 
with the highest gain or gain ratio like C4.5. The algorithm for inducting decision tree 
of sC4.5 is identically same as the existing C4.5 except the split attribute selection 
criteria, the step (10) in Fig. 2. Here, we just explain the split attribute selection algo-
rithms of sC4.5 for gain and gain ratio. The split attribute selection criteria of sC4.5 
consists of two criteria: the next highest information gain criterion and the next high-
est information gain ratio criterion. 

The next highest information gain criterion is applied to the training data set satis-
fied with the following two conditions shown as equation (12) and (13). 

( ) ( ) βα +⋅≤ nextbest ADGainADGain ,, . (12) 
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Here, bestA  and nextA  are the attributes with the best and next best information gain 

respectively. Two coefficients α  and β  reflect to ε , the range to be able to permit 

that both of gains of two attributes are similar together. 

δγ +⋅> nextbest AA . (13) 

Two coefficients γ  and δ  adjust the range of the difference for the cardinality of 

each attribute. The coefficients have influence on the split attribute selection seriously 
and so they should be calculated to induct small-size decision tree preserving the 
accuracy through many evaluations for each training data set. 

Fig. 5 shows the split attribute selection algorithm for the information gain of 
sC4.5. The algorithm get the training data set and the attribute list descending ordered 
by the gain as the input and return the split attribute after processing by the next high-
est information gain criterion. 

 

 

Fig. 5. Split attribute selection algorithm of sC4.5 for the information gain 

 

The next highest information gain ratio criterion is applied to the training data set 
satisfied with the following conditions shown as equation (14), (15), and (16). The 
criterion is satisfied with (14) and also with (15) or (16). Equation (14) and (16) are 
similar to equation (12) and (13), respectively. 

( ) ( ) βα +⋅≤ nextbest ADGainRatioADGainRatio ,, . (14) 

Here, bestA  and nextA  are the attributes with the best and next best information gain 

ratio respectively. Two coefficients α  and β  reflect to ε , the range to be able to 

permit that both of gain ratios of two attributes are similar together. Another condition 
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is that the subset sizes by the attribute with the best gain ratio are less balanced that 
them by the attribute with the next best gain ratio like this:  

( ) ( )nextbest ADeeSpreadDegrADeeSpreadDegr ,, ≤  (15) 

The other is same as the final condition of the next highest gain attribute criterion 
like this: 

δγ +⋅> nextbest AA  (16) 

The coefficients also have influence on the split attribute selection seriously and so 
they should be calculated to induct small-size decision tree preserving the accuracy 
through many evaluations for each training data set. 

Fig. 6 shows the split attribute selection algorithm for the information gain ratio of 
sC4.5. The algorithm get attribute list descending ordered by the gain ratio instead of the 
gain as the input and return the split attribute after processing by the next highest infor-
mation gain ratio criterion. sC4.5 change the split attribute to the next best attribute if 
the current training data set is satisfied with (3) and (4) lines, or (3) and (5) lines. 

 

Fig. 6. Split attribute selection algorithm of sC4.5 for the information gain ratio 

Theorem 1. The α  is proportional to the possibility for attributes to be candidate 

attributes in later selection steps and the β  is initial threshold for the possibility. 

Proof 
Candidate attributes is attributes satisfied with Fig. 5(3) and Fig. 6(3) conditions. The left 
side of each condition is fixed for α  and β . However, the right side of each condition 

is variable. If α  is increased, the right side value of each condition is also increasing 
proportional to the α . The possibility to satisfy with the condition is also increased 
because the left side is fixed and the right side is increased, Therefore, the number of 
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candidate attributes can be increased according to the α . Just like the case of increasing 
α , the possibility for candidate attributes to participate is decreased for decreasing α . 

If β is increasing, the right side value is increased by β . Then, the possibility is in-

creased by β . Therefore, the β  is the threshold line of the possibility.                           □ 

Theorem 2. The γ  is inversely proportional to the possibility of the next candidate 

attribute to be the split attribute and the δ  is initial threshold for the possibility. 

Proof 
The proof of theorem 2 is similar to the one of theorem 1. Candidate attribute satisfied 
with Fig. 5(3) and Fig. 6(3) is selected as the split attribute if it meets the condition of 
Fig. 5(4) for gain and Fig. 6(4) or (5) for gain ratio. Fig. 6(4) is not related with γ  

and δ  and so we consider of only Fig. 5(4) and Fig. 6(5) condition. The left side 

splitA  of each condition is fixed without any relationship with γ  and δ , but the right 

side δγ +⋅ iA  of condition is proportional to γ added by δ . If the left side value is 

fixed and the right side is increased according to γ  and δ  being increased, the pos-

sibility of each condition as true is decreased. It means the next candidate attribute 
becomes difficult to be the split attribute. The right side value is proportional to the γ  

and so the possibility of the next candidate attribute to be the split attribute is in-
versely proportional to the γ . The δ  is the analogous to the β . The δ  is negative 

threshold that the possibility for the next candidate attribute to be the split attribute is 
decreased if it is increased, while the β  is positive threshold that the possibility of 

attributes to be candidate attributes is increased if the β  is increased.                        □ 
 

 

Fig. 7. Performance evaluation of C4.5 and sC4.5 for TD_Biased 

Fig. 7 shows the results of the experiment for TD_Biased. We use four parameters 
(α , β ,γ ,δ ) of (1.5, 0, 1.2, 0). In the format of number_A / number_B below each 
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leaf node, number_A means the number of total tuples classified into the leaf and 
number_B means the number of tuples misclassified into the class. The size (=8) of 
Fig. 7(b) by sC4.5 is smaller than the size (=9) of Fig. 7(a) by C4.5. The accuracy of 
Fig. 7(b) is better than the one of Fig. 7(a). Therefore, sC4.5 is better performance in 
the size and accuracy than C4.5 for TD_Biased. 

5   sIDMG – Intrusion Model Evaluation (sC4.5eval) 

In this section, we present results of the intrusion model evaluation (sC4.5eval) of 
sIDMG comparing C4.5. We describe the experimental data set and environment in 
Section 5.1 and present the results of the experiments in Section 5.2. 

5.1   Experimental Data and Environment 

In order to investigate the performance of sC4.5, we conduct experiments on KDD 
Cup 1999 data set, and worm behavior data set. We separate each data set to training 
data set and testing data set. Then, we induct decision trees for C4.5 and sC4.5 from 
training data set and classify tuples of the testing data set. We use an implementation 
of C4.5 as described in Section 2 as the reference algorithm of sC4.5. sC4.5 is imple-
mented on the platform of MS Windows XP in C++ language by complimenting the 
ported C4.5. All of our experiments were performed using a Pentium IV 3GHz ma-
chine with 1GB of RAM and running MS Windows XP. Our experimental results 
clearly demonstrate the effectiveness of sC4.5 compared to the C4.5. 

Characteristics of KDD Cup 1999 data set and worm behavior data set are illus-
trated in Table 2. KDD Cup 1999 data set is the data set used for The 3rd International 
Knowledge Discovery and Data Mining Tools Competition. The competition task was 
to build a network intrusion detection system (NIDS), a predictive model capable of 
distinguishing between bad connections and good normal connections. We do not use 
whole KDD Cup 1999 data set but preprocess the KDD Cup 1999 data set. We make 
and use two data sets respectively from 10% of KDD Cup 1999 data set. The one is 
the set having tuples (called KDD Cup 99-1) with the only DoS(Denial of Service) 
attack filtering out other attacks for the 10% of KDD Cup 1999 data set. The Other is 
the set (called KDD Cup 99-2) having tuples with only two classes (normal, attack) 
preprocessing KDD Cup 99-1.  

Table 2. Experimental data sets 
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Worm behavior data set (called WB data) is synthesized by us to record the charac-
teristics of worm behaviors. We make up the network environments to extract the 
feature data of worm behaviors. We gather the feature data for 6 worms – CodeRed, 
LoveGate, SpyBot, Blaster, Nimda, and Sasser, and normal programs. WB data is 
characterized in Table 2. 

We use the classification accuracy, the decision tree size, the compress ratio, and 
the relative compress ratio to evaluate the performance of sC4.5 comparing C4.5. The 
classification accuracy is the cardinality of the set of tuples classified correctly over 
the cardinality of all tuples. The decision tree size represents the number of nodes of 
the tree. The compress ratio is the size of the decision tree over the size of training 
data set as mentioned in Section 2.1.The relative compress ratio is the ratio of the 
compress ratio of sC4.5 to the one of C4.5. 

5.2   Results of Experiments 

sC4.5 requires four parameters used to restrict the range of training data set for  
applying the next highest gain or gain ratio criterion. We should find values of four 
parameters that give better performance through lots of experiments varying each pa-
rameter value. In theorem 1, both of α  and β  are parameters to make up the decision 

of the range of the difference for the information gains and gain ratios of any two at-
tributes of a training data set. In theorem 2, both of γ  and δ  are the parameters of 

which the role is the basis judging whether to select the next candidate attribute. 

Table 3. Performance Results with larger data sets 

Data Performance C4.5 sC4.5 Winner 

Accuracy for training data 100% 100%  
Accuracy for test data 84.2% 79.4% C4.5 
Tree size 50 62 C4.5 
Compress ratio 0.01% 0.01%  

KDD Cup 99-1 

Relative compress ratio 62 / 50 = 124% C4.5 
Accuracy for training data 100% 100%  

Accuracy for test data 97.7% 97.8% sC4.5 

Tree size 176 51 sC4.5 

Compress ratio 0.036% 0.01% sC4.5 

KDD Cup 99-2 

Relative compress ratio 51 / 176 = 28.98% sC4.5 

Accuracy for training data 98.9% 99.8% sC4.5 
Accuracy for test data 98.7% 99.8% sC4.5 
Tree size 45 32 sC4.5 
Compress ratio 0.45% 0.32% sC4.5 

WB data 

Relative compress ratio 32 / 45 = 71.11% sC4.5 
Average of accuracies for training data 99.63% 99.93% sC4.5 

Average of accuracies for test data 93.53% 92.33% C4.5 

Average of tree sizes 90.33 48.33 sC4.5 

Average of compress ratios 0.17% 0.11% sC4.5 
Total relative compress ratio (the average of tree 
sizes of sC4.5 / the one of C4.5) 

53.51% sC4.5 
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The performance of sC4.5 is a little good when, for KDD Cup 99, each value of 
α , β , γ , and δ  for sC4.5 is 1.2, 0, 1.5, and 2 respectively and, for WB data set, 

1.2, 0, 3, and 2 and respectively. However, we are not sure that these values are opti-
mal to induct the decision tree with the smallest size and the best accuracy. 

Performance results with KDD Cup 99-1, KDD Cup 99-2, and WB data sets are 
shown in Table 3. Experimental results for three larger data sets show that sC4.5 
reduces by 46.49%(=100 - total relative compress ratio) over C4.5 on the average for 
the tree size and sC4.5 preserves the accuracy of C4.5 under a little difference (less 
than 1.2%). sC4.5 inducts small size decision tree over C4.5 and is effective algorithm 
for the applications like intrusion detection system that need small number of detec-
tion rules for fast detection without loss. 

6   Discussion 

Shown as Fig. 2, the split attribute selection is processed recursively to induct sub-
decision trees for sub-data sets. Some sub-data sets can be satisfied with three bias 
types of C4.5 although an initial input data set does not satisfied with bias types. 
Some sub-data sets can not be satisfied with three bias types of C4.5 although an 
initial input data set is satisfied with bias types. The next best attribute is selected if a 
data set is satisfied with conditions of four parameter values such as (3) ~ (4) in Fig. 5 
or (3) ~ (5) in Fig. 6. In other words, the range of special data set is determined by 
four parameters of sC4.5 when the split attribute selection is processed in sC4.5. 
However, there are no optimal values of four parameters for all special data set proper 
to bias types. Therefore, the range of special data set is not defined by conditions not 
with four parameter fixed values but is just restricted by conditions with four parame-
ters. Four parameter values are found proper to induct small-size decision tree by 
experimentations varying these values. 

If both values of α  and β are not small enough to satisfy equation (12) and (14) 

for each data set to participate in attribute selection process, sC4.5 would not select 
the next best gain or gain ratio attribute as the split attribute but select the best gain or 
gain ratio attribute as the split attribute like C4.5. In other words, sC4.5 inducts the 
same decision tree as C4.5 when both values of α  and β are not small enough to 

satisfy equation (12) and (14) in the split attribute selection for every sub-data set. 

7   Conclusion 

In this paper, we have proposed the method of small-size intrusion detection model 
generation. We have developed an algorithm sC4.5 for small-size decision tree induc-
tion for a specific data to solve the overfit problem and improve classification speed 
by complimenting the split attribute selection criteria of C4.5 during the tree induc-
tion. We applied sC4.5 to sIDMG for the intrusion model generation engine and ap-
plied sC4.5eval to sIDMG for the intrusion model evaluation engine.  

For sC4.5 as the intrusion model generation, we have shown that sC4.5 improves 
performance drastically compared with the previous method C4.5, reducing tree size 
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and preserving the classification accuracy. sC4.5 selected the next highest gain ratio 
or gain attribute as the split attribute if the training data set was proper to three bias 
properties of C4.5, while C4.5 selected the highest gain ratio attribute as the split 
attribute. 

For sC4.5eval as the intrusion model evaluation, we have performed extensive ex-
periments for three large intrusion data sets. We have used different sC4.5 parameters 
for each data set and experimental results for those data sets show that sC4.5 reduces 
by 47% for large data sets over C4.5 on the average for the tree size and also sC4.5 
preserves the accuracy of C4.5 under a little variance. 
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Abstract. Biometric based authentication can provide strong security guarantee 
about the identity of users. However, security of biometric data is particularly 
important as compromise of the data will be permanent. Cancelable 
 biometrics store a non–invertible transformed version of the biometric data. 
Thus, even if the storage is compromised, the biometric data remains safe. Can-
celable biometrics also provide a higher level of privacy by allowing many 
templates for the same biometric data and hence non-linkability of user’s data 
stored in different databases. In this paper, we propose an approach for cancel-
able fingerprint templates by using the idea of fuzzy vault. By integrating the 
fuzzy fingerprint vault with the existing password-based authentication system, 
we can use a different “long and random” password for each application, and 
the fuzzy fingerprint vault can be changed by simply changing the password.  

Keywords: Crypto-Biometric, Privacy, Cancelable Template, Fuzzy Vault. 

1   Introduction 

The increasing demand for more reliable and convenient security systems generates a 
renewed interest in human identification based on biometric identifiers such as fin-
gerprints, iris, voice and gait. Since biometrics cannot be lost or forgotten like pass-
words, biometrics have the potential to offer higher security and more convenience 
for user authentication.  

Traditionally, most people set their passwords based on words or numbers that they 
can easily remember. This makes these passwords easy to crack by guessing or a 
simple brute force dictionary attack. Although it is possible and even advisable to 
keep different passwords for different applications, most people use the same pass-
word across different applications. If a single password is compromised, it may open 
many doors. “Long and random” passwords are more secure but harder to remember, 
                                                           
* Corresponding author. 
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which prompts some users to write them down in accessible locations. Such pass-
words also result in more system help desk calls for forgotten or expired passwords. 
Cryptographic techniques such as encryption can provide very long passwords that 
are not required to be remembered but that are in turn protected by simple passwords, 
thus defeating their purpose.  

On the other hand, it is significantly more difficult to copy, share, and distribute 
fingerprints with as much ease as passwords. That is, the main advantage of a finger-
print recognition system is the convenience it provides the users while maintaining 
sufficiently high accuracy. However, fingerprint-based recognition has some disad-
vantages as well. Although fingerprints are distinctive identifiers, they are not secret. 
People leave latent fingerprints on everything that they touch. Furthermore, a com-
promised password can be canceled and a new password can be issued as often as 
desired, whereas people have only 10 fingerprints on two hands. If a fingerprint is 
compromised, it cannot be replaced. Finally, in principle, a fingerprint template stolen 
from one application may be used in another application. These issues are specially 
important in pervasive computing where the biometric data must be carefully pro-
tected because of privacy concerns[1-6]. However, only limited research has been 
carried out in this direction.  

For example, Monrose, et al.[7] proposed a method to make passwords more se-
cure by combining keystroke biometrics with passwords. Their technique was in-
spired by password “salting”, and the hardened password itself can be used as an 
encryption key.  

Davida, Frankel, and Matt[8] used the term “private biometrics”, and Ratha, Connell, 
and Bolle[9] used the term “cancelable biometrics” to denote the use of application-
specific biometric templates[10]. The purpose of designing a cancelable biometrics had 
many objectives. First, a cancelable template stored in a database of certain application 
cannot be used as a template in another application. Second, if a database record(e.g., 
fingerprint template and other user credentials) is compromised, a new database record 
can be issued(just like a new password can be issued). Finally, altering a database re-
cord(replacing a fingerprint template) is unfeasible because the template can be digitally 
signed by the issuer, or some privileged information(e.g., an encryption key) can be 
stored in the template in such a way that it can be released only through biometric rec-
ognition. Some previous results for cancelable biometrics were reported for fingerprint 
and face[11,12].  

Soutar, et al.[13] proposed a key binding algorithm in an optical correlation-based 
fingerprint matching system. This algorithm binds a cryptographic key with the user’s 
fingerprint images at the time of enrollment. The key is then retrieved only upon a 
successful authentication. However, authors do not explain how much entropy is lost 
at each stage of their algorithm, and also assume that the input and database template 
fingerprint images are completely aligned. Recently, Juels and Sudan[14] proposed a 
scheme called “fuzzy vault”, and some implementations results for fingerprint have 
been reported as a possible solution for cancelable fingerprints. For example, Clancy 
et al.[15] and Uludag, et al.[16] proposed a “fuzzy fingerprint vault”. However, their 
systems inherently assume that fingerprints(the one that locks the vault and the one 
that tries to unlock it) are pre-aligned. The main reason for the difficulty in using 
cancelable fingerprints is that it is easier to recover an alignment between two finger-
prints in the feature space than in the non-invertible transformed space[1]. That is, an 
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alignment should be performed between the enrollment template added by a lot of the 
false features called “chaff” points and the input template without such chaff points.  

In this paper, we propose an approach for cancelable fingerprint templates by using 
the idea of fuzzy vault. Our fuzzy fingerprint vault can align fingerprints automati-
cally and is integrated with the existing password-based authentication systems such 
that the fuzzy vault generated by a fingerprint can be canceled and reissued by using a 
new password. That is, by changing the password, we can generate a new fuzzy vault 
with the same finger and provide the functionality of the cancelable fingerprint. In 
this sense, the fuzzy fingerprint vault in our proposed authentication system does not 
replace, but augment the existing password-based system. Advantages of our authen-
tication system are as follows: 1) People can use a different “long and random” pass-
word for each application, but do not have to remember it. Each password is securely 
protected by the fuzzy fingerprint vault, and only released when the finger used in 
generating the fuzzy fingerprint vault is inputted. 2) The fuzzy fingerprint vault can 
be changed by simply changing the password, and the privacy issue made by the un-
changeable fingerprint can be solved.   

The rest of the paper is structured as follows. Section 2 explains previous results to 
cancelable biometric templates, and Section 3 describes the proposed approach to 
perform fingerprint verification with the cancelable templates. The experimental re-
sults are given in Section 4, and conclusions are made in Section 5. 

2   Background  

Conceptually, a cancelable/private template can be produced by transforming either 
the fingerprint image or the fingerprint features into another representation space by 
using a non-invertible transform. The most popular non-invertible transform is a one-
way hash function, H(x) = c which is used together with a verification function V(x,c) 
⇒ {True, False}. This pair has the properties: collision avoidance and information 
hiding. Thus, the security provided by the one-way hash function is largely dependent 
on the information content of the data x. 

 

Fig. 1. Illustration of the General Password-based Authentication System 

In fact, hashing techniques have been extensively used in password-based authentica-
tion systems as shown Fig. 1. That is, passwords are hashed and stored in the database 
during user enrollment. When an input password is received, it is also hashed and com-
pared with the hashed password stored in the database. If the transform is invertible, the 
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knowledge of transformation and/or its parameters can be used to recover the original 
password. However, if the transformation is non-invertible, the original password can-
not be recovered even if the exact transformation/parameters, as well as transformed 
password, are known. A different transform(or its parameters) is used during enrollment 
for each application and thus a single database template cannot be used across multiple 
applications.  

The same concept can be applied to fingerprints. Instead of maintaining a database 
of fingerprint templates, the hashes of the templates are stored; at each verification 
attempt, the input fingerprint is also hashed and the matching is performed in the non-
invertible transformed space. Although there is an analogy between password and 
fingerprint hashing, a significant difference exists between the two cases. Passwords 
are exactly the same during different authentication attempts, but fingerprint images 
are rarely identical during various acquisitions, and this prevents the same hash from 
being obtained from different instances of the same fingerprint. Therefore, a “soft” 
comparison/matching needs to be performed in the non-invertible transformed space 
which is considerably more difficult in the case of biometrics than in the case of pass-
words[1]. 

The main reason for the difficulty in using cancelable fingerprints is that it is easier 
to recover an alignment between two fingerprints in the feature space than in the non-
invertible transformed space. Once this “alignment difficulty” is solved, cancellation 
can be simply done by destroying an old template and re-enrolling the used by apply-
ing a different transform(or different parameters of a transform) to her fingerprints. 

Davida, Frankel, and Matt[8] proposed a method where a biometric template stored 
in the database cannot be used to reconstruct the original biometric information. They 
used IrisCode, which is a translation and rotation invariant texture-based feature set 
used for iris recognition. Although the translation and rotation invariant IrisCode can 
handle the alignment difficult in iris recognition, it is challenging to handle the align-
ment difficult in fingerprint recognition.  

Ratha, Connell, and Bolle[9] proposed that a high-order polynomial function can 
be used as a non-invertible transform for fingerprint minutiae features. However, their 
idea was conceptual and they did not implement their idea. 

Recently, Juels and Sudan[14] proposed a scheme called fuzzy vault. In the fuzzy 
vault scheme, the secret k is locked by a user’s biometric(set A) using a probabilistic 
LOCK function, resulting in a vault VA. The corresponding decryption algorithm 
UNLOCK takes as input a vault VA, and a decryption biometric(set B) and outputs k if 
B is close enough to A, or null, otherwise. The authors argued that in a minutiae-based 
fingerprint matching systems, if a minutiae template is augmented with a larger num-
ber of “chaff” points that constitute random noise, the secrecy of the fingerprint fea-
tures as well as the secret k is strengthened. Note that the biometric template size 
increases as a result of introduction of a large number of false features and the accu-
racy of the fingerprint recognition might be affected.  

Based on the fuzzy vault, some implementations results for fingerprint have been re-
ported. For example, Clancy et al.[15] and Uludag, et al.[16] proposed a fuzzy fingerprint 
vault. Note that, their systems inherently assumes that fingerprints(the one that locks the 
vault and the one that tries to unlock it) are pre-aligned. That is they did not handle the 
alignment difficulty. In this paper, we handle this alignment difficulty by using the geo-
metric hashing technique[17] which has been used for model-based object recognition 
applications.  



104 D. Moon et al. 

 

 

(a)

Extracting Features
Extracting Password

& Hashing H(PV)

H(PE) , 

Fingerprint 

Vault

Fingerprint 

Vault

Matching

M(H(PE), H(PV))
Y/N

H(PE)

H(PV)

(b)  

Fig. 2. Illustration of the Password-based Authentication System using Fuzzy Fingerprint 
Vault; (a) Enrollment Stage, (b) Verification Stage 

3   Cancelable Fingerprint Template Based on Fuzzy Vault and   
Password 

To explain our approach, we describe the fuzzy vault in more detail. Alice can place a 
secret value m in a vault and lock it using an unordered locking set L. Bob, using an 
unordered unlocking set U, can unlock the vault only if U overlaps with L to a great 
extent. The procedure for constructing the fuzzy vault is as follows: Secret value m is 
first encoded as the coefficients of some degree k polynomial in x over a finite field 
GF(q). This polynomial f(x) is now the secret to protect. The locking set L is a set of t 
values li ∈ GF(q) making up the fuzzy encryption key, where t > k. The locked vault 
contains all the pairs (li, f(li)) and some large number of chaff points ),( jj βα , where 

jjf βα ≠)( . After adding the chaff points, the total number of items in the vault is r. 

In order to crack this system, an attacker must be able to separate the chaff points 
from the legitimate points in the vault. The difficulty of this operation is a function of 
the number of chaff points, among other things. A legitimate user should be able to 
unlock the vault if they can narrow the search space. In general, to successfully inter-
polate the polynomial, they have an unlocking set U of t elements such that L ∩U 
contains at least k + 1 elements. The details of the fuzzy vault can be found in [13-15]. 
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The Fig. 2 shows our proposed authentication system using fuzzy fingerprint vault. 
Instead of using the secret value m to generate the polynomial in the fuzzy vault, we 
use the password P that is “long and random” and is generated by a random number 
generator. In the enrollment stage, our system stores not only the fingerprint vault 
resulted in fuzzy fingerprint vault scheme, but the hashed value, H(PE), of the enroll-
ment password PE. In the verification stage, a verification password PV is extracted 
from fingerprint vault stored in the database using the verification fingerprint image. 
Then, the verification password PV is hashed and compared with the hashed enroll-
ment password H(PE) stored in the database. If the locking set(the enrollment finger-
print features) is similar to the unlocking set(the verification fingerprint features), the 
matching between H(PE) and H(PV)  returns TRUE. In our proposed approach as 
shown in Fig. 2, the user can use a different “long and random” password for each 
application, but do not have to remember it. Each password is securely protected by 
the fuzzy fingerprint vault, and only released when the finger used in generating the 
fuzzy fingerprint vault is inputted. Also, the fuzzy fingerprint vault can be changed by 
simply changing the password, and the privacy issue made by the unchangeable fin-
gerprint can be solved. 

In the following, we will explain the details of our fuzzy fingerprint vault. In gen-
eral fingerprint verification systems, a fingerprint feature, called as a minutia, can be 
specified by its coordinates, angle, and its type. Let mi = (xi, yi, θi, ti) represent a minu-
tia. The coordinates show the position of the minutia. The angle shows the direction 
of the minutia. Finally, the type shows if the minutia is an ending point or a bifurca-
tion point. However, the geometric characteristics of minutiae of a user vary over 
acquisition. That is, a fingerprint image can be translated, rotated, enlarged, or 
shrinked in each acquisition. Hence, a direct comparison between two fingerprint 
images is impossible, and alignment between them is needed.  

In the same manner, to use the fingerprint feature as locking and unlocking sets, 
alignment is an essential step. As the locking set to lock the secret includes a number 
of chaff points, alignment between the two fingerprints used for locking and unlock-
ing sets is more difficult than in the typical feature space. Hence, we modify the geo-
metric hashing technique to be adapted for fuzzy fingerprint alignment. 

Our approach consists of two processes: enrollment and verification processes. In 
enrollment process, minutiae information includes genuine minutiae of a user and 
chaff minutiae generated randomly. According to the geometric characteristics of the 
minutiae information, a table, called an enrollment hash table, is generated.  

Let mi = (xi, yi, θi, ti) represent a minutia and L = {mi | 1 ≤ i ≤ r} be a locking set in-
cluding the genuine and chaff minutiae. In L, the genuine and chaff minutiae can be 
represented by G = {mi | 1 ≤ i ≤ n} and C = {mi | n+1 ≤ i ≤ r}, respectively. Note that, 
the enrollment hash table is generated from L. 

In the enrollment hash table generation stage, an enrollment table is generated in 
such a way that no alignment is needed in the verification process for unlocking vault 
by using the geometric hashing technique. That is, alignment is pre-performed in the 
enrollment table generation stage. In verification process, direct comparisons without 
alignment are performed in 1:1 matching between the enrollment hash table and an 
input fingerprint in order to select the genuine minutiae(G) only. Each step in the 
enrollment hash table generation stage is explained in detail in the following. 
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In the reference point selection step, a minutia is selected as the first minutia from 
the set of enrollment minutiae(L). The first minutia is denoted by m1 and the other 
remaining minutiae are denoted as m2, m3, …, m n. At this moment, the minutia, m1, is 
called basis. 

In the minutiae transform step, minutiae m 2, m 3, …, m n are aligned with respect to 
the first minutia m1 and quantized. Let )1(jm  denote the transformed minutiae, i.e., 

the result of the transform of the jth minutia with respect to m1. Also, let T1 be the set 
of transformed minutiae )1(jm , i.e., }1|))1(),1(),1(),1(()1({1 rjtyxmT jjjjj ≤<== θ , 

and T1 is called the m1-transformed minutiae set. To reduce the amount of informa-
tion, quantization is required both in coordinates and angles.  

The reference point selection and the minutiae transform steps are repeated for all 
the remaining minutiae. When both steps are completed for all the minutiae of the 
enrollment user, the enrollment hash table is generated completely.  

After enrollment process, verification process to separate the chaff minutiae(C) 
from the genuine minutiae(G) in the enrollment hash table should be performed. In 
verification process, minutiae information(unlocking set U) of a verification user is 
obtained and a table, called verification table, is generated according to the geometric 
characteristic of the minutiae. Then, the verification table is compared with the en-
rollment hash table, and the subset of genuine minutiae is finally selected. Note that, 
minutiae information acquisition stage and table generation stage are performed in 
the same way as in the enrollment process. 

In comparing between the enrollment and verification hash tables, the transformed 
minutiae pairs with the same coordinates, the same angle, and the same type are de-
termined. The minutiae pairs having the maximum number and the same basis are 
selected as the subset of genuine minutiae(G). 

Note that, because of the noises and local deformation during acquisition, extracted 
minutiae from the same finger may have different coordinates and angles over each 
acquisition. To solve this problem, an adaptive elastic matching algorithm in which 
tolerance levels are determined according to the polar coordinates of the minutiae was 
proposed in [18]. In this paper, the coordinate plane is divided into several fields 
according to the distance from the origin. Each field has its own level of tolerance for 
x- and y-coordinates. The first field has tolerance level of [-3, 3] which means errors 
between -3 and 3 in x-or y-coordinate are tolerated. Two transformed minutiae in the 
first field are considered to have matching coordinates if their coordinates do not 
differ more than this error range. Tolerance level for angles is 22.5 degree for all 
transformed minutiae. Note that, this reduction of the search space required in a 
straightforward implementation of the geometric hashing can reduce the execution 
time significantly. The details of our alignment technique for the fuzzy fingerprint 
vault can be found in [19]. 

4   Implementation Details and Experimental Results 

For the purpose of evaluating our cancelable fuzzy fingerprint vault, a data set of 4,272 
fingerprint images composed of four fingerprint images per one finger was collected 
from 1,068 individuals by using the optical fingerprint sensor[20]. The resolution of the 
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sensor was 500dpi, and the size of captured fingerprint images was 248×292.  Also, to 
evaluate the tradeoff between the verification accuracy and various numbers of the chaff 
points, we generated different numbers of chaff minutiae for each enrolled fingerprint 
by using a random number generator.  

    
(a)                                       (b)                                     (c) 

   
 (d)                              (e) 

Fig. 3. Results of the Alignment with Various Chaff Points: (a) an enrolled fingerprint image, 
(b) extracted fingerprint features, i.e., real points(shown as gray boxes), (c) a generated tem-
plate with real points(shown as gray boxes) and 100 chaff points(shown as gray circles), (d) a 
generated template with real points and 200 chaff points, (e) a generated template with real 
points and 300 chaff points 

Experimental results were encouraging. With the enrolled fingerprint and the input 
fingerprint, we can align them accurately with 100 chaff points(shown in Fig. 3(c)). As 
we increase the number of chaff points, however, the alignment accuracy may be af-
fected(See Fig. 3(d) and 3(e)). To improve the alignment accuracy and guarantee higher 
security, we are developing an approach with a 3D hash table. Because adding chaff 
points is restricted to the size of the 2D hash table determined by a given fingerprint 
sensor, we can add more than 300 chaff points by using the 3D hash table. Preliminary 
experimental results show that adding 1,000 chaff points is possible. However, a more 
efficient approach needs to be developed to reduce the execution time and the memory 
space required to handle the 3D hash table.  

To evaluate the verification accuracy of the proposed approach with the 2D hash 
table, we also measured the verification performance with various numbers of chaff 
points(see Fig. 4).  
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Fig. 4. ROC with Various Numbers of Chaff Points Added 

Finally, to evaluate the execution performance of the proposed approach, we also 
measured the execution times on a PC(Pentium4 CPU 2.8GHz, 512MB). The average 
execution times of the enrollment and the verification processes without cancelable 
templates were 0.557 seconds and 0.134 seconds, respectively. As the number of chaff 
points increased, the average execution times of the enrollment and the verification 
processes with cancelable templates increased proportionally(See Table 1). Note that, 
the enrollment process is a one time process and can be carried out off-line, whereas the 
verification process is executed on-line repeatedly. As shown in Table 1, the proposed 
approach can perform the verification process in real time even with 300 chaff points.  

Table 1. Average Execution Times with Various Numbers of Chaff Points 

# of Chaff Point Enrollment Time Verification Time 
100 0.560 0.138 
200 0.568 0.140 
300 0.580 0.142 

5   Conclusions 

The use of biometrics in user authentication systems is very promising. However, 
without adequate security considerations, the compromise of such biometrics may 
result in them being useless for the user forever. In this paper, we proposed an ap-
proach to generate a cancelable version of the fingerprint data with a password and to 
perform fingerprint verification with the non–invertible transformed fingerprint tem-
plate. Based on the idea of the fuzzy vault, we generated a hash table which included 
the non–invertible transformed version of the enrolled fingerprint data, and then per-
formed fingerprint verification on the hash table with the input fingerprint data. 

To evaluate the effectiveness of our approach, we conducted preliminary experi-
ments. Based on the experimental results, our approach by using the hash table gener-
ated with the idea of the fuzzy vault can perform the fingerprint verification in real-time. 
We believe the password-based authentication system using the fuzzy fingerprint vault 
can solve the many problems with existing password- and fingerprint-based authentica-
tion systems.  
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Abstract. Verification of a person’s identity using fingerprint  has several ad-
vantages over the present practices of Personal Identification Numbers(PINs) 
and passwords. Also, as the VLSI technology has been improved, the smart 
card employing 32-bit RISC processors has been released recently. It is possible 
to consider three strategies to implement the fingerprint system on the smart 
card environment as how to distribute the modules of the fingerprint verifica-
tion system between the smart card and the card reader; Store-on-Card, Match-
on-Card and System-on-Card. Depending on the scenarios, the security level 
and the required system resources, such as the processing power and the mem-
ory size, are different. However, there is an open issue of integrating fingerprint 
verification into the smart card because of its limited resources.  In this paper, 
we first evaluate the number of instructions of each step of a typical fingerprint 
verification algorithm. Then, we estimate the execution times of several crypto-
graphic algorithms to guarantee the security/privacy of the fingerprint data 
transmitted between the smart card and the card reader. Based on these evalu-
ated results, we propose the most proper scenario to implement the fingerprint 
verification system on the smart card environment in terms of the security level 
and the real-time execution requirements.  

Keywords: Fingerprint Verification, Smart Card, Performance Evaluation. 

1   Introduction 

Traditionally, verified users have gained access to the secure information systems, 
buildings, or equipment via multiple PINs, passwords, smart cards, and so on. How-
ever, these security methods have important weakness of being lost, stolen, or forgot-
ten. In recent years, there is an increasing trend of using fingerprint, which refers to 
the personal biological or behavioral characteristics used for verification or identifica-
tion[1-4]. It relies on “something that you are”, and can inherently differentiate  
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between a verified person and a fraudulent imposter. The problem of resolving the 
identity of a person can be categorized into two distinct types, verification and identi-
fication. The verification matches a person’s claimed identity to his/her previously 
enrolled pattern(i.e., “one-to-one” comparison). However, the identification identi-
fies a person from the entire enrolled population by searching a database for a 
match(i.e., “one-to-many” comparison). 

In a typical fingerprint verification system, the fingerprint patterns are often stored 
in a central database. With the central storage of the fingerprint pattern, there are open 
issues of misuse of the fingerprint pattern such as the “Big Brother” problem. To 
solve these open issues, the database can be decentralized into millions of smart 
cards[5-10]. However, most of the current implementations of this solution have a 
common characteristic that the fingerprint matching modules are solely accomplished 
out of the smart card. This system is called Store-on-Card[8-10] because the smart 
card is used only as a storage device that stores the fingerprint template. For example, 
in a fingerprint-based Store-on-Card, the fingerprint pattern stored in the smart card 
needs to be insecurely released into an external card reader in order to be compared 
with an input fingerprint pattern.  

To heighten the security level, the matching modules need to be performed by the in-
card processor, not the external card reader. This system is called Match-on-Card[8-10] 
because the matching modules is executed on the smart card. System-on-Card[8-10] is a 
combination of the two previous technologies. The fingerprint template is stored on a 
smart card, which also performs the matching with the live template, and includes the 
fingerprint sensor to acquire, select, and process the live template. This is the best in 
terms of the security as everything takes place on the smart card.  

The goal of this research is to examine what kind of strategies is the most proper to 
guarantee the security/privacy as well as the real-time execution requirements of the 
smart card-based fingerprint verification. Therefore, we first evaluated the number of 
instructions of each step of a typical fingerprint verification algorithm. Then, we es-
timated the execution times of several cryptography algorithms to guarantee the secu-
rity/privacy of the fingerprint data transmitted between the smart card and the card 
reader. Based on these evaluated results, we propose the most proper scenario to im-
plement the fingerprint verification modules on the smart card environment in terms 
of the security level and the real-time execution requirements.  

The rest of the paper is structured as follows. Section 2 explains the overview of  
typical fingerprint verification, the smart card technology and three strategies for 
integrating the fingerprints into the smart card. Section 3 describes the fingerprint 
verification scenarios for the smart card and the results of the performance evaluation 
are described in Section 4. Finally, conclusions are given in Section 5. 

2   Background  

2.1   Fingerprint Verification 

The fingerprint is chosen for verification and for identification in this paper. It is 
more mature in terms of the algorithm availability and feasibility. The fingerprint 
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verification and identification algorithms can be classified into two categories: image-
based and minutiae-based[1-2]. 

A fingerprint verification system shown in Fig. 1 has two phases: enrollment and 
verification. In the off-line enrollment phase, an enrolling fingerprint image for each 
user is processed, and the features called minutiae are extracted and stored in a server. 
In the on-line verification phase, the minutiae extracted from an input image is com-
pared to the stored template, and the result of the comparison is returned.  

In general, there are six logical modules involved in the fingerprint verification 
system [2]:  

1. Fingerprint Acquisition module; 
2. Feature Extraction module; 
3. Matching module; 
4. Storage module; 
5. Decision module; 
6. Transmission module. 

The Fingerprint Acquisition module contains an input device or a sensor that 
captures the fingerprint information from the user. It first refines the fingerprint image 
against the image distortion obtained from the fingerprint sensor. It consists of three 
stages. The binary conversion stage applies a low-pass filter to smooth the high fre-
quency regions of the image and threshold to each sub-segment of the image. The 
thinning operation generates an one-pixel-width skeleton image by considering each 
pixel with its neighbors. In the positioning operation, the skeleton obtained is trans-
formed and/or is rotated such that valid minutiae information can be extracted. 

The Feature Extraction module refers to the extraction of features in the finger-
print image. After this step, some of the minutiae are detected and stored into a pat-
tern file, which includes the position, the orientation, and the type(ridge ending or 
bifurcation) of the minutiae.  

Based on the minutiae, the input fingerprint is compared with the enrolled finger-
print retrieved from the Storage module. Actually, the Matching module is com-
posed of the alignment operation and the matching operation. In order to match two 
fingerprints captured with unknown direction and position, the differences of direc-
tion and position between two fingerprints are detected, and the alignment between 
them needs to be accomplished. Therefore, in this alignment operation, transforma-
tions such as translation and rotation between two fingerprints are estimated, and two 
minutiae are aligned according to the estimated parameters. If the alignment is per-
formed accurately, the following matching operation can be regarded as a simple 
point pattern matching. In the matching operation, two minutiae are compared based 
on their position, orientation, and type. Then, a matching score is computed. The 
Decision module receives the score from the matching module and, using a confi-
dence value based on the security risks and the risk policy, interprets the result of the 
score, thus reaching a verification decision. The Transmission module provides the 
system with the ability to exchange information between all other modules. Fig. 1 
shows a block diagram for the general fingerprint verification system.  
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Fig. 1. Illustration of the Fingerprint Verification System 

2.2   Smart-Card 

From a functional standpoint, a smart card is a miniature computer. A small on-board 
RAM serves as a temporary storage of the calculation results and the microprocessor 
on the card executes a program etched into the card's ROM at the mask-producing 
stage. This program cannot be modified or read-back in any way. For storing individ-
ual user-specific data to each card, the cards contain EEPROM(Electrically Erasable 
and Programmable ROM) or flash memory, which can be written and erased hundreds 
of thousands of times. Java cards even allow the import of executable pro-
grams(applets) into their nonvolatile memory according to the card holder's needs. 
For the time being, the CPUs on the card are mainly 8 or 16-bit micro controllers, but 
new 32-bit devices have recently become available. 

Finally, the card contains a communication port(serial via an asynchronous link) 
for exchanging data and control information with the external world. A common bit 
rate is 9,600 bits per second, but much faster ISO-compliant throughputs are com-
monly used (from 19,200 up to 115,200 bits per second). The advent of USB cards 
opens a new horizon and allows data throughput easily reach one megabit per second. 

To prevent information probing, all these elements are packed into one single chip. 
If this can not be done, the wires linking the system components to each other could 
become potentially passive or active penetration routes[5].  

Note that the standard PCs on which typical fingerprint verification modules have 
been executed have a 2GHz CPU and a 512Mbytes memory. On the contrary, a state-
of-the-art smart card can employ a 50MHz CPU, a 256Kbyte ROM, a 72Kbyte 
EEPROM, and a 8Kbyte RAM at the most. For example, a S3CS9PB smart card chip, 
the latest version released by Samsung[11], is based on a 50MHz securcoreTM SC100, 
a 160Kbyte ROM, a 64Kbyte EEPROM, and a 6.5Kbyte RAM. Therefore, the typical 
fingerprint verification modules and the required cryptographic modules for secure 
transmission may not be executed on the smart card successfully in real-time.  

2.3   Integrating Fingerprint into the Smart Card 

Fingerprint technologies have been proposed to strengthen the verification mecha-
nisms in general by matching a stored fingerprint template to a live fingerprint  
features[1-2]. In the case of verification with the smart cards, intuition imposes the 
match to be performed by the smart card. However, this is not always possible be-
cause of the complexity of the fingerprint information, and because of the limited 
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computational resources ordered by currently available smart cards. In general, three 
strategies of fingerprint verification can be identified as shown in Fig. 2[8-10]. 

 

Fig. 2. Illustration of the Three Strategies of Fingerprint Verification 

Store-on-Card. The fingerprint template is stored on a smart card. It must be retrieved 
and transmitted to a card reader that matches it to the live template acquired from the 
user by the fingerprint sensor. Cheap memory-cards with no or small operating sys-
tems are generally sufficient for this purpose. 

Match-on-Card. The fingerprint template is stored on a smart card, which also per-
forms the matching with the live template. Therefore, a microprocessor on the smart 
card is necessary. The smart card must contain an operating system running a suitable 
match application. It is not possible to steal the card since a successful match enables 
the use of the certificates on the card without the need of stored PINs or passwords. 
Even in the unlikely event that a card is tampered with; only limited damage is caused 
since only that specific user’s credentials are hacked. An attack on multiple users 
means that the attacker must get hold of all users' cards. In this strategy, the templates 
are never exposed to a non-tamper proof environment and the user carries his/her own 
templates. 

System-on-Card. This is a combination of the two previous strategies. The fingerprint 
template is stored on a smart card, which also performs the matching with the live 
template, and includes the fingerprint sensor to acquire, select, and process the live 
template. This strategy is the best in terms of the security as everything takes place on 
the smart card. Embedding a fingerprint acquisition on a smart card orders all the 
privacy and security solutions but, unfortunately, it is expensive and presents more 
than one realization problem.  

The benefits derived from the Match-on-Card are valuable in themselves: using its 
own processing capabilities the smart card decides if the live template matches the 
stored template closely enough to grant the access to its private data. Nevertheless this 
scheme presents a danger: we have no certainty that a fingerprint acquisition has been 
collected through live-scan and there is the risk of an attacker's sniffing the fingerprint 
data and later using it to unlock the card in a replay attack.  
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3   Fingerprint Verification Scenarios for Fingerprint Smart Card 

First, to simplify the scenarios considered, we assume that the symmetric and the asym- 
metric keys are distributed to the smart card and the card reader when the system is installed.  

(a) Store-on-Card 

(b) Match-on-Card 

(c) System-on-Card  

Fig. 3. Illustration of the Five Integrating Scenarios[9] and the Corresponding X9.84[11]  
Implementations 
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We explained three strategies for integrating the fingerprints into the smart card in 
the previous section. In this section, we consider five different scenarios[9]. As shown 
in Fig. 3, SCENARIO 1 and SCENARIO 2 are Store-on-Card strategies because the 
smart card only stores the fingerprint template. Also, SCENARIO 3 and SCENARIO 
4 are Match-on-Card strategies because the matching module takes place on the smart 
card and SCENARIO 5 is the System-on-Card strategy. We can differentiate the 
Store-on-Card and the Match-on-Card depending on where the fingerprint sensor is 
built into between the smart card and the card reader.  

Store-on-Card : SCENARIO 1 and SCENARIO 2 
In SCENARIO 1, the fingerprint sensor is built into the card reader. The user tem-
plate is transferred from the card to the reader. The reader takes the fingerprint image 
provided by its built-in fingerprint sensor, performs the feature extraction, and also 
matches the features to the template provided by the card. The reader then informs the 
card whether the verification has been successful or not. 

On the other hand, the fingerprint sensor in SCENARIO 2 is built into the card. 
The fingerprint image and the user template are transferred from the card to the 
reader. The reader performs the  feature extraction and matches the features to the 
template. The reader then informs the card whether the verification has been success-
ful or not. 

Match-on-Card : SCENARIO 3 and SCENARIO 4 
In SCENARIO 3, the fingerprint sensor is built into the card reader. The reader takes 
the image provided by the built-in fingerprint sensor and performs the feature extrac-
tion. The extracted features are sent to the card, which then performs the matching 
module and reaches the verification decision module. 

The fingerprint sensor in SCENARIO 4 is built into the card. The fingerprint im-
age is transferred from the card to the reader. The reader performs the feature extrac-
tion module only, and transfers the extracted features back to the card. The card then 
performs the matching module. 

System-on-Card : SCENARIO 5 
SCENARIO 5 is System-on-Card that all fingerprint verification modules take place 
on the card. 

4   Performance Evaluations of Five Scenarios 

4.1   Evaluations of the Fingerprint Verification and the Cryptographic Modules 

The fingerprint-based smart card system for the user verification using the fingerprint 
must guarantee the security/privacy as well as the real-time execution requirements. 
To satisfy those requirements, we first evaluate the logical modules involved in the 
fingerprint verification system and the cryptographic modules for guaranteeing the 
integrity/confidentiality of the sensitive fingerprint information transmitted between 
the smart card and the card reader. 
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For secure transmission of the fingerprint information, we consider ANSI X9.84 
that is the security standard for the fingerprint system. The ANSI X9.84 Finger-
print Information Management and Security standard[12] covers requirements 
for managing and securing the fingerprint information – fingerprint, iris, voiceprint, 
etc. – for the customer identification and the employee verification, mainly in the 
financial industry. In addition, this standard identifies the digital signature and en-
cryption to provide both integrity and privacy of the fingerprint data. Especially, 
128-bit AES(standard symmetric encryption) and EDCSA[13-14] are considered as 
our symmetric encryption algorithm, digital signature algorithm, and hash algo-
rithm, respectively(see Fig. 3). ECDSA(Elliptic Curve Digital Signature Algorithm) 
is the elliptic curve analogue of the Digital Signature Algorithm(DSA). It is the 
most widely standardized elliptic curve-based signature scheme, appearing in ANSI 
X9.62, FIPS 186-2, IEEE 1363-2000 and the ISO/IEC 15946-2 standards as well as 
several draft standards. Because the most time consuming operations of ECDSA are 
ECC and the hash operation, we confine our evaluation to them. Here, SHA-1 is 
used as the hash algorithm.  

Table 1 shows the number of instructions of each task in the fingerprint verifica-
tion algorithm[15] measured on the instruction simulator SimpleScalar[16] which 
models the behavior of a microprocessor in software on a host system. Based on  
Table 1, we can compute the estimated execution time of each task on each processor. 
Finally, the time to acquire a fingerprint image through the fingerprint sensor is as-
sumed about 1 second.  

Note that the feature extraction module requires a lot of integer computations for 
image processing, and the computational workload of this module occupies 96% of 
the total workload of the fingerprint verification. 

In order to show the performance requirement of the in-card processor, the number 
of instructions and the estimated execution time on the 8-bit Intel-8051 and 32-bit 
ARM7-based smart cards are summarized in Table 1.  

In Table 1, we present the estimated result per each step. 

Table 1. Number of Instructions and Estimated Time for Fingerprint Verification 

Step 
Total No.          

of  Instructions 
Estimated Time on 

ARM7TDMI 
Estimated time     

on 8051 

Feature Extraction 451,739,359 7.5 sec 195 sec 

Matching/Decision   20,125,037 0.3 sec 7.8 sec 

According to Table 1, it is impossible to assign the feature extraction or the 
matching step as well as the pre-processing to the 8051 chip. This is because the 
computation using the fingerprint information requires a large amount of memory 
and time. Thus, we adopt ARM7 to realize the Match-on-Card, which shows an 
improved result. Actually, the 32-bit smart card is somewhat expensive to be 
applied for the ordinary system. Nevertheless, it can be a good solution for the 
system that should guarantee very high level of security such as in E-Commerce, 
E-Business, and E-Government. 
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With respect to the limited processing power of the in-card processor, all of the three 
steps above can’t be assigned to the in-card processor. Instead, we consider assigning 
only the third step to the in-card processor, which is the Matching. This is because the 
first two steps involve rigid image processing computation, which is too exhaustive to 
be executed in the in-card processor. These computation steps can be easily carried out 
in real-time by a fingerprint capture device or a card reader equipped with at least a 500 
MIPS processor. Therefore, the whole computational steps can be performed in real-
time, and the smart card can encapsulate the fingerprint data and perform the compari-
son securely inside the card without data being leaked out.  

Table 2. Number of Instructions and Cycles Required for AES  

AES (128-bit) 

Encryption Decryption  

# of Instruction # of Cycle # of Instruction # of Cycle 

140 KBytes 292,889,168 485,763,071 406,011,432 690,034,743 
ARM7TDMI

1 KBytes     2,131,620     3,535,199     2,952,268     5,017,575 

Table 3. Number of Instructions and Cycles Required for the Digital Signature 

SHA1 ECC (1024-bit) 
 

# of Instruction # of Cycle # of Instruction # of Cycle 

140 KBytes 3,091,169 4,709,469 12,528,848 20,327,978 
ARM7TDMI

1 KBytes      26,990      42,165 12,528,848 20,327,978 

Also, Table 2 and 3 show the number of instructions of the cryptography modules 
measured on the simulator ARMulator[17]. The cryptographic modules need to guar-
antee the security/privacy of the fingerprint data transmitted between the smart card 
and the card reader. The size of the fingerprint image and the features are 140KB and 
about 1KB, respectively. As shown in Table 2, the time to require to encrypt and 
decrypt the fingerprint image using the AES algorithm are about 9.7 sec and 13.8 sec 
in the ARM7TDMI core, respectively. On the contrary, the features require only 0.06 
sec(encryption) and 0.1 sec(decryption). Also, as shown in Table 3, SHA1 and ECC 
for the digital signature can be executed in real-time to the fingerprint image and the 
features. If a core of the smart card is the 8051 chip, it is impossible to execute the 
AES algorithm for the fingerprint image in real-time. Furthermore, the digital signa-
ture cannot be executed in real-time because the time to require for the ECC algo-
rithm is about 8 sec.  

4.2   Performance Evaluation Results 

As explained in the previous section, in the case of the smart card with the 8051 chip, 
secure transmission of both the fingerprint image and the features for all scenarios 
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cannot be guaranteed because ECDSA, especially the ECC and the SHA1 algorithms, 
cannot be executed in real-time.  

When the smart card employs the ARM7TDMI core, we can evaluate the perform-
ance of five scenarios as follows:  

In SCENARIO 1, the cryptographic modules for guaranteeing the integ-
rity/confidentiality of the sensitive fingerprint information transmitted between the 
smart card and the card reader can be executed in real-time because the only template 
stored in the smart card is transferred. It is, however, the Store-on-Card strategies that 
all the fingerprint verification modules except the storage module are executed in the 
card reader. Therefore, the fingerprint template stored in the smart card needs to be 
insecurely released into an external card reader in order to be compared with an input 
fingerprint. 

SCENARIO 2 has the lowest security level among three strategies because it is 
also the Store-on-Card strategies that the smart card only stores the fingerprint tem-
plate. Furthermore, in SCENARIO 2 that the fingerprint sensor is built into the smart 
card, secure transmission of the fingerprint image captured by the fingerprint sensor 
within the smart card cannot be guaranteed because ECDSA, especially the ECC and 
the SHA1 algorithms, cannot be executed in real-time.  

On the other hand, SCENARIO 3 is the most proper one to integrate the finger-
print verification with the smart card because it guarantees higher security level than 
with the Store-on-Card as well as executing the cryptographic modules for secure 
transmission in real time because of transferring only the fingerprint features ex-
tracted in the card reader. 

SCENARIO 4, like SCENARIO 2 cannot guarantee the security and the real-time 
transmission of the fingerprint image captured by the fingerprint sensor within the 
smart card. 

SCENARIO 5 is the System-on-Card that all the fingerprint verification modules 
take place on the card. This scenario is the best in terms of security as everything takes 
place on the smart card. As explained in the section 2.3, it is expensive and presents 
more than one realization problem. If the smart card employs the ARM7TDMI core, 
SCENARIO 5 cannot be executed in real-time because the feature extraction module of 
the fingerprint verification is very time consuming as shown in Table 1. 

5   Conclusions 

We focus on examining what kind of strategies is the most proper to guarantee the 
security and the privacy as well as the real time execution requirements for the smart 
card based fingerprint verification. Five scenarios with three different strategies for 
integrating fingerprints into the smart card are examined, two scenarios with Store-
on-Card strategy, two scenarios with Match-on-Card strategy and one scenario with 
System-on-Card scenario. 

We evaluate the logical modules involved in the fingerprint verification system and 
the cryptographic modules for guaranteeing the integrity and the confidentiality of the 
fingerprint information transmitted between the smart card and the card reader. 



120 B. Park et al. 

The number of instructions of the feature extraction and the matching and the deci-
sions in the fingerprint verification, as well as the cryptography modules are measured 
on the simulators, SimpleScalar and ARMulator. Based on these evaluations, we con-
clude that the Match-on-Card scenario with the fingerprint sensor being built into the 
card reader is the most beneficial. The scenario guarantees the integration of the fin-
gerprint verification with the smart card in terms of security level and the real-time 
execution requirements.  
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Abstract. Network forensic involves the process of identifying, collect-
ing, analyzing and examining the digital evidence extracted from network
traffics and network security element logs. One of the most challenging
tasks for network forensic is how to collect enough information in order
to reconstruct the attack scenarios. Capturing and storing data packets
from networks consume a lot of resources: CPU power and storage ca-
pacity. The emphasis of this paper is on the development of evidence col-
lection control mechanism that produces solutions close to optimal with
reasonable forensic service requests acceptance ratio with tolerable data
capture losses. In this paper, we propose two evidence collection mod-
els, Non-QA and QA, with preferential treatments for network foren-
sics. They are modeled as the Continuous Time Markov Chain (CTMC)
and are solved by LINGO. Performance metrics in terms of the foren-
sic service blocking rate, the storage utilization and trade-off cost are
assessed in details. This study has confirmed that Non-QA and QA evi-
dence collection models meet the cost-effective requirements and provide
a practical solution to guarantee a certain level of quality of assurance
for network forensics.

1 Introduction

Advanced hacker techniques make the effective defense at the frontier of net-
work security perimeters impossible, but there is no simple solution. The scope
is too broad and difficult [1]. Security assurance should be measured and con-
trolled by the means of security management life cycle. Digital forensic is the
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applications of science to identify, collect, analyze and examine digital evidence
in the manner of preserving the integrity of evidences. Network forensics is
able to support the legal system resolving information security questions in
lawsuit trials [2]. With the complement of existing security perimeter devices
(such as IDSs and firewalls), digital forensic tools become more important to
handle the subtleties of policy violations or security breaches. Digital forensic
analysis not only plays a vital role in information security management cycle
but also has become a preferred step in network security legal processes [3].
There are two major types of information forensic systems available today: com-
puter forensic and network forensic. These two types are characterized by differ-
ent monitoring and analysis approaches as follows: Computer Forensic Analysis
Tools (CFATs) aim on analyzing evidences inside a compromised computer and
Network Forensic Analysis Tools (NFATs) review network traffics and network
security element logs.

Collecting all available data and preserving the integrity of evidences are chal-
lenging tasks to NFAT engineers. They are simple in theory, but it is hard to
implement in practice. If the NFAT fails to capture all evidences, it can neither
reconstruct what has occurred nor prove what has happened. In Full Collection
(FC) approach, the capturing power needs to crunch a complete copy of network
traffic and to routinely document any losses. When FC is not feasible to prevent
all information losses, Selective Collection (SC) takes steps to minimize losses
and identify key features that reveal information for further intelligent analysis
[4]. Since only partial information (those key features) are collected, analyzed
and stored, SC can take advantage of the following two benefits: archiving more
information and preserving data in a more secure way. However, how to build a
good SC analysis engine is still under investigation [5]. No matter which collec-
tion technology is employed, the storage subsystem should be powerful enough
(including enough storage size and fast system bus) to keep up with the network
wired speed [6].

When the storage subsystem becomes the bottleneck, a control mechanism
is needed to supervise the evidence collection process to accommodate new ev-
idence collection requests in a high bandwidth environment. In this paper, we
propose a network forensic control mechanism which can dynamically adjust
the amount of data to be collected on an evidence flow according to the stor-
age capacity level on the storage subsystem. Our solution is able to select an
appropriate FC and SC margins to minimize data loss associated with storage
subsystem saturation while preserving reasonable acceptance ratio of new foren-
sic collection requests.

The remaining of this paper is organized as follows. In section 2, various
admission control models are briefly reviewed. In section 3, we propose a new
quality assurance evidence collection model which is followed by its two variants:
one is called the Non-Quality Adaptive (Non-QA) model and the other is called
the Quality Adaptive (QA) model. Performance analyzes for both models are
illustrated in section 4. Finally, section 5 concludes this paper.
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2 Related Work

For an effective network forensic analysis tool (NFAT), the evidence collection
function must maintain an acceptable quality of capturing network traffic and
keeping the evidence integrity. However, due to a limited amount of resources,
NFAT may not be able to capture all real-time evidences at the same time. Then,
preferential treatment has to be implemented. Like QoS guarantee mechanisms
in network traffic engineering, NFAT should allocate more resources or higher
priorities serving important incidents to receive a better quality of forensic ser-
vice. One difficulty here is how to choose the proper weighting among priorities.

The idea of call admission control mechanism might be a primitive solution for
managing forensic evidence collection. An intuitive approach, First-Input-First-
Output (FIFO), serves first one of the capture requests in the service queue when
the resource becomes available. If there is no available resource, the requests are
queued until the resource becomes available again. The FIFO scheme results
in a large average service waiting time if the service time for individual ser-
vice requests vary substantially. The basic idea of Guard Resource (GR) based
admission control schemes is to reserve resources known as guard resources a
priori and to give preferential treatment to new coming high-priority requests.
As a result, the scheme offers systems a better successful service rate for the
high-priority requests [7].

Jamjoom and Shin proposed persistent dropping approach [8] to preserve
established connection service resources and drop incoming requests with prob-
ability p. Through the persistent dropping technique, we are able to protect
the established service connections and use different dropping probability for
specified services. Feng and his colleagues propose an active queue management
algorithm [9], BLUE, using packet loss and link utilization history to manage
service request rate. Upon detecting the event of overflow or link idle events,
BLUE changes the appropriate dropping probability to reflect these two ex-
treme cases. Without early congestion detections, Blue was obstructed because
of slow response and heavy dependence on history.

Those above admission control mechanisms have been proposed, but none of
them have been designed to incorporate the goals of achieving a satisfactory
acceptance rate and tolerating the packet loss. We propose a new evidence col-
lection control model with Quality of Assurance for network forensics. Our main
focus is to optimize the trade-off cost between forensic service requests and data
capture losses.

3 System and Evidence Collection Models

Figure 1 depicts a typical network forensic evidence collection architecture which
consists of the Storage Subsystem (SS) and the Evidence Capture Subsystem
(ECS). There are three keys components inside the ECS: Packet Capturer,
Filter/Classifier and Evidence Collection Agent (ECA). The Packet Capturer
monitors all packets passing through network interfaces and copies out to a
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Fig. 1. Typical network forensic evidence collection architecture

Filter/Classifier for aggregating the interested traffic to SS. ECA, an element
manager of ECS, is responsible for controlling ECS’s components and com-
municating with upper layer management system. Data collected by ECS are
forwarded to a SS where holds the forensic evidences information for further
processing or analyzing. Since evidence collection in network forensics usually
involves a process of monitoring a group of evidence flows, and a large amount
of information needs to be filtered and collected by ECS before sending to the
SS. However, since the capacity of SS is still limited, it is assumed that ECS can
sense the usage level of the SS and determine which evidence collection resources
shall be given to a new evidence flow request.

Conventional evidence collection schemes records all the control and data
packets until the capacity on that SS exhausted. However, such operation may
not be very effective. From the perspective of network forensics, multiple evidence
flows that are selective recorded may contains more information than that from
a completed recorded single evidence flow of the same amount of data. In this
research, we consider a network environment where ECA can dynamically adjust
the amount of data to be collected on an evidence flow according to the storage
capacity level on the SS. In other words, proposed evidence collection models
tries to monitor (accept) on more evidence flows at the cost of a small amount
of data loss when storage level is beyond a certain threshold STh.

In our proposed models, two evidence collection classes are used. One is called
the Full Collection (FC) class and the other is called the Selective Collection (SC)
class. Under the FC-class evidence collection service, ECA collects all the data
and thus very high quality of security assurance can be guaranteed when this
evidence flow is used for network forensics. On the other hand, if an evidence
flow is serviced with the SC-class, a smaller amount of data would be selected
to collect when storage is utilized over a certain threshold STh.

Let’s first elaborate on a general operation for our proposed two evidence
collection services running on ECA. Upon receiving new forensic requests, ECA
would first query the capacity level of the SS to determine how many resources
are given to the evidence flow. When the storage level is below the threshold
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STh, a new evidence flow is serviced with the FC-class and the data on this
new evidence flow are completely collected. Otherwise, this new evidence flow is
serviced with the SC-class and the data on it are selectively collected.

Under the evidence collection model illustrated in Fig. 1, we suppose that
first several coming evidence flows will receive a FC-class service up to m flows
and the rest of n evidence flows receive the SC-class service. Assume that the
total storage capacity on the SS is STotal which can be expressed as the following
equation.

STotal = SFC + SSC = (m · bFC + n · bSC), (1)

where SFC and SSC are the storage capacity allocated to FC and SC-class
evidence flows, respectively. Each FC-class and SC evidence flow will be allocated
bFC and bSC , respectively.

The storage level threshold STh can thus be defined to be the same value of
SFC , over which an evidence flow will be serviced by SC-class. A controllable
parameter α can be expressed in terms of the STh (=SFC) and STotal.

α =
STh

STotal
=

SFC

STotal
=

m · bFC

STotal
; 0 ≤ α ≤ 1. (2)

Remember that when the capacity level of the SS is below the storage thresh-
old STh, an new evidence flow is serviced with the FC-class; otherwise, it is
serviced with the SC-class. An appropriate value of α can be estimated based
on the traffic loading and the cost for each class. Changing the value of α corre-
sponds to adjusting the storage level threshold STh. ECA compares the current
level on the SS with the value of STh to decide an evidence flow to be ser-
viced with either a FC or a SC-class. Numerical results will be discussed in
section 4.

In the following paragraphs, we propose two evidence collection models with
preferential treatment for network forensics. They are named as Non-Quality
Adaptive (Non-QA) evidence collection model and Quality Adaptive (QA) ev-
idence collection model, respectively. Both models can tradeoff the amount of
information collected on an evidence flow with a certain level of the Quality of
Assurance. They differ in that the Non-QA evidence collection model keeps each
monitored evidence flow the same QoA class all the time. As such, a SC-class
evidence flow would never be upgraded to a FC one, even though the storage
level becomes lower than the threshold STh again. On the other hand, the QA
evidence collection model allows the SC evidence flows to be upgraded to FC
evidence flows if only if the storage level becomes lower than that threshold
STh again. The operations and performance analysis for these two models are
discussed as below.

3.1 Non-Quality Adaptive (Non-QA) Evidence Collection Model

Non-QA evidence collection model follows the same general evidence collection
framework, i.e., the first m evidence flows will be serviced with FC-class, and
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Fig. 2. Two-dimension state-transition-rate diagram for the Non-QA service model

after that all evidence flows will be serviced with SC-class up to n flows. But in
this Non-QA model, the SC-class service, once accepted, will never be upgraded
back to FC-class even the storage capacity drops below the threshold of STh.

The proposed Non-QA service can be modeled as a two dimension birth-death
process. Figure 2 shows the state transition diagram of this birth-death process.
We make the following assumptions before we perform our analysis.

– The SS has a total storage capacity of STotal. First several coming evidence
flows will receive a FC-class service up to m flows and the rest of n evidence
flows receive the SC-class service.

– ECA can adjust the amount of data collected from an evidence flow according
to the capacity level on the SS.

– When the storage level of the SS is below the threshold STh, an new evidence
flow is serviced with the FC-class and the data on this new evidence flow are
completely collected. Otherwise, this new evidence flow is serviced with the
SC-class and the data on it are selectively collected.

– The Event flows monitoring requests follow the Poisson distribution with
the rate of λ. The service time is assumed to be exponentially distributed
with a mean monitoring time of 1/μ. The traffic intensity ρ is defined
as aggregate traffic load to SS. ρ can thus be expressed as the average
service time x divided by the average evidence flow inter-arrival time
t (i.e., ρ = x/t = λ/μ).

Observe that in Fig. 2, if ECA is monitoring i FC-class and j SC-class evidence
flows, we say that this system is in the state of (i, j), where i and j are positive
integers in the ranges of 0 ≤ i ≤ m and 0 ≤ j ≤ n, respectively. Let Pi,j be the
stationary sate probability of (i, j), it can be found by solving the equilibrium
equations as below.
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λP0,0 = μP0,1 + μP1,0 , if i = 0 and j = 0
(λ + iμ)Pi,0 = λPi−1,0 , if 1 ≤ i ≤ m − 1 and

+ (i + 1)μPi+1,0 + μPi,1 j = 0
(λ + mμ)Pm,0 = λPm−1,0 + μPm,1, , if i = m and j = 0
(λ + jμ)P0,j = (j + 1)μP0,j+1 + μP1,j , if i = 0 and 1 ≤ j ≤ n
(λ + iμ + jμ)Pi,j = (i + 1)μPi+1,j , if 1 ≤ i ≤ m − 1 and

+ (j + 1)μ · P (i, j + 1) 1 ≤ j ≤ n
+ λPi−1,j

(λ + mμ + jμ)Pm,j = λPm,j−1 + λPm−1,j , if i = m and 1 ≤ j ≤ n
+ (j + 1)μPm,j+1

(3)

The normalization equation for the above equilibrium equations can be ex-
pressed as

n∑

j=0

m∑

i=0

Pi,j = 1 (4)

If the storage capacity of the SS is not enough for an ECA to record all the
data of an additional SC-class evidence flow, this request will be rejected by that
ECA. The service request blocking rate Pblk can be derived by (5).

Pblk = Pm,n (5)

The provisioned storage utilization for the FC-class and SC-class can be ex-
pressed as below.

UNon−QA
FC =

1
m

n∑

j=0

m∑

i=0

iPi,j (6)

UNon−QA
SC =

1
n

n∑

j=0

m∑

i=0

jPi,j (7)

Let CFC and CSC denote the penalty costs for FC-class and SC-class, respec-
tively, and the nomalized weighting factor β is defined as β = CF C

CF C+CSC
. The cost

function of Non-QA evidence collection model, JNon−QA, can thus be defined
as,

JNon−QA = β(1 − UNon−QA
FC ) + (1 − β)(1 − UNon−QA

SC )

= 1 − βUNon−QA
FC − (1 − β)UNon−QA

SC (8)

Our main objective is to minimize the cost function JNon−QA. The cost function
is such defined to reflect the penalty of the storage waste. Since the service
request admission control is implemented at the flow level, and the same fixed
amount of storage is reserved for each evidence flow in order to provide a certain
level of quality of assurance, excess storage are over-reserved and thus waste at
the packet level for each flow. The more storage waste the fewer evidence flows
can be further admitted.
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Fig. 3. One-dimension state-transition-rate diagram for the QA evidence collection
service model

3.2 Quality Adaptive(QA) Evidence Collection Model

QA evidence collection model is the quality adaptive version for the Non-QA
evidence collection model, in which the SC-class service could be upgraded to
FC-class service when the storage utilization on the SS drops down below STh.
Therefore, ECA has to keep an eye on the storage level of the SS in order to
adjust the service they can provide. If there is enough storage for a FC-class,
a part of the SC-class evidence flows will be upgraded to FC-class evidence
flows. The information on these upgraded evidence flow will be fully collected
afterwards and they will not return back to SC-class flow.

The proposed QA evidence collection service can be modeled as a one-
dimension birth-death process. Figure 3 shows the state transition diagram of
this birth-death process. We make the same assumptions as those for Non-QA
service model. Event flow arrivals still follow the Poisson distribution with the a
rate of λ. The evidence collection service time is exponentially distributed with
an average time of 1/μ. Let Pk be the stationary sate probability of k, it can be
found by solving the equilibrium equations as below.

Pk =
{

(λ
μ )k 1

k!P0, 0 ≤ k ≤ m + n

0, k > m + n
(9)

where

P0 =

[
m+n∑

k=0

(
λ

μ
)k 1

k!

]−1

The normalization equation for the above equilibrium equations is

m+n∑

k=0

Pk = 1 (10)

If the storage capacity of the SS is not enough for an ECA to record all the data
of an additional SC-class evidence flow, this request will be rejected by ECA.
The forensic service blocking rate Pblk can be derived by (11).

Pblk = Pm+n (11)

The provisioned storage utilization for the FC-class and SC-class can be
expressed as below.



Quality Assurance for Evidence Collection in Network Forensics 129

UQA
FC =

1
m

(
m∑

k=0

kPk +
m+n∑

k=m+1

mPk

)

(12)

UQA
SC =

1
n

m+n∑

k=m+1

(k − m)Pk (13)

The cost function of QA evidence collection model, JQA, is similar to which
of Non-QA evidence collection model shown in (14).

JQA = β(1 − UQA
FC ) + (1 − β)(1 − UQA

SC )

= 1 − βUQA
FC − (1 − β)UQA

SC (14)

4 Numerical Results

The Non-QA model can be modeled as a two dimension Markov chain with a
complex structure, so performance metrics of a closed-form solution cannot be
derived. The sophisticated commercial optimization tool, LINGO, is then applied
to solve it. However, the QA model degenerates to a one-dimensional Markov
chain and is easily analyzed. This section presents numerical results for both
evidence collection models. The performance metrics of each model include: the
forensic service blocking rate and the storage utilization at SS.

4.1 Forensic Service Blocking Rate

We assume that the traffic intensity of the evidence flow is, denoted as ρ, which
is set to 25 in our example. Without loss of generality and for the simplicity
reason, we also assume that FC and SC consume the same storage size, and thus
the total storage size STotal = (m + n) storage units. For The blocking rates of
Non-QA and QA evidence collection models are calculated from (5) and (11),
and the results are illustrated in Fig. 4. The Y axis is the forensic service blocking
rate, the X axis is the total provisioned storage capacity STotal = (m+n) units,
and the Z axis is the value of α, which is defined in (2).

In this figure, we observe that the blocking rates of evidence flows depend
only on the total storage capacity on SS (totally can accommodate m FC-class
and n SC-class calls) regardless of the threshold α, which controls the quality of
assurance at packet level for evidence flows instead of the dropping probability
at the call level. Proposed evidence collection models are such designed to main-
tain the same call level dropping probability for all evidence flows but provide
preferential treatment at packet level. This design principle is important since
in network forensics, you can selectively collect packets (or progressively drop
packets) for evidence flows, but it is less acceptable to totally reject an evidence
flow for monitoring.
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Fig. 4. The forensic service blocking rates for Non-QA and QA service models with
Erlang traffic load ρ = 25

4.2 Storage Utilization Performance Assessment

In this analysis, we assume that the total capacity for a SS can accommodate
50 evidence flows (m + n = 50) for both Non-QA and QA evidence collection
models. For the Non-QA model, the storage utilizations for FC-class and SC-
class can be derived from (6) and (7), respectively. Similarly, for the QA models,
they can be derived from (12) and (13), respectively.

The relationships of SS storage utilization and storage allocation ratio α for
two classes are illustrated in Fig. 5. We observe the following two facts: First, if
a small value of α (α → 0) is selected, both FC-class storage utilization of both
models are greater than 0.96. Otherwise (a large value of α; α → 1 is selected),
the utilization for both of them are decreasing. It is because the storage capacity
at SS for FC-class is enough to serve the most evidence flows. Second, the the
storage utilization for FC-class using QA evidence collection model is lager than
using the Non-QA. The results reflects the fact that because of the SC service
could be upgraded to FC service in QA model as long as the storage capacity
allocated to FC-class is available.

4.3 Penalty Cost Assessment

The penalty cost assessments are illustrated in Fig. 6. For both Non-QA and
QA services, the cost increases monotonically as the α increases. For a fixed α,
QA model with the largest value of β performs the best (has the lowest cost).
On the other hand, Non-QA model with the smallest value of β performs the
worst (has the highest cost). In theory, the smaller the α is, the less penalty
costs. However, we may need a larger value of α to serve more FC-class flows
in practice. We observe that the penalty cost increases sharply once the value
of α exceeds a “curve point” (an experimental value is between 0.4 and 0.6).
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We may suggest that the α shall be set to this “curve point” in order to select
an appropriate FC and SC margins to optimize the trade-off between improving
the acceptance ratio for the FC-class and the penalty cost.
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5 Conclusions

Collecting all available data and preserving the integrity of evidences are chal-
lenging tasks to network forensics. Implementing an efficient service control
mechanism is a hard work, but will repay the system with decreased amount
of data packet loss and service blocking rate. In this paper, we propose an ev-
idence collection control mechanism which can dynamically adjust the amount
of data to be collected on an evidence flow according to the storage capacity
level on the storage subsystem. Numerical results show that our solution is able
to select an appropriate FC and SC margins to minimize data loss associated
with storage subsystem saturation while sustaining a reasonable acceptance ratio
of new forensic collection requests. This study has confirmed that Non-QA and
QA models meet the cost-effective requirements and provide a practical evidence
collection solution to network forensics with Quality of Assurance.
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Abstract. The security manager in Java 2 is a runtime access control
mechanism. Whenever an access permission to critical resources is re-
quested, the security manager inspects a call stack to examine whether
the program has appropriate access permissions or not. This run-time
permission check called stack inspection enforces access-control policies
that associate access rights with the class that initiates the access. In this
paper, we develop a visualization tool which helps programmers enforce
security policy effectively into programs. It is based on the static per-
mission check analysis which approximates permission checks statically
which must succeed or fail at each method. Using the visualization sys-
tem, programmers can modify programs and policy files if necessary, as
they examine how permission checks and their stack inspection are per-
formed. This process can be repeated until the security policy is enforced
correctly.

Keywords: Java, stack inspection, security, static analysis.

1 Introduction

Java was designed to support construction of applications that import and exe-
cute untrusted code from across a network. The language and run-time system
enforce security guarantees for downloading a Java applet from one host and ex-
ecuting it safely on another. Bytecode verification is the basic building block of
Java security, which statically analyzes the bytecode to check whether it satisfies
some safety properties at load-time [8,18].

While the bytecode verifier is mainly concerned with verification of the safety
properties at load-time, the security manager in Java 2 is a runtime access con-
trol mechanism which more directly addresses the problem of protecting critical
resources from leakage and tampering threats. Whenever an access permission
to critical resources is requested, the security manager inspects a call stack to
examine whether the program has appropriate access permissions or not. This
run-time permission check called stack inspection enforces access-control policies
that associate access rights with the class that initiates the access. A permis-
sion check passes stack inspection, if the permission is granted by the protection
domains of all the frames in the call stack.
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In Java 2, programmers implement a security policy of an application by writ-
ing its security policy file and checking whether an access request to resource
should be granted or denied, before performing a possibly unsafe or sensitive op-
eration. Programmers should examine whether the security policy is kept well in
the program as expected. This examination usually requires a lot of effort, when
programs are large and different permissions are needed for different classes. So,
we need a tool to support this permission check examination to develop secure
programs in Java 2 effectively.

In this paper, we develop a visualization tool which helps programmers en-
force security policy effectively into programs. It is based on the static permission
check analysis proposed in [6], which approximates permission checks statically
which must succeed or fail at each method. We first implement the static per-
mission check analysis. Based on the static analysis information, we implement
a visualization system, which shows how permission checks and their stack in-
spection are performed.

Using the visualization system, programmers can modify programs and pol-
icy files if necessary, as they examine how permission checks and their stack
inspection are performed.

This paper is organized as follows. The next section reviews Java 2’s stack
inspection. Section 3 describes two proposed static analyses. Section 4 describes
implementation of the static analysis and its visualization. Section 5 discusses
related works. Section 6 concludes this paper with some remarks.

2 Stack Inspection

Java 2’s access-control policy is based on policy files which defines the access-
control policy for applications. A policy file associates permissions with protec-
tion domains. The policy file is read when the JVM starts.

The checkPermissionmethod in Java determines whether the access request
indicated by a specified permission should be granted or denied. For example,
checkPermission in the below will determine whether or not to grant "read"
access to the file named "testFile" in the "/temp" directory.

FilePermission perm = new FilePermission("/temp/testFile","read");
AccessController.checkPermission(perm);

If a requested access is allowed, checkPermission returns quietly. If denied, an
AccessControlException is thrown. Whenever the method checkPermission
is invoked, the security policy is enforced by stack inspection, which examines
the chain of method invocations backward. Each method belongs to a class,
which in turn belongs to a protection domain.

When checkPermission(p) is invoked, the call stack is traversed from top to
bottom (i.e. starting with the frame for the method containing that invocation)
until the entire stack is traversed. In the traversal, the stack frames encountered
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are checked to make sure their associated protection domains imply the permis-
sion. If some frame doesn’t, a security exception is thrown. That is, a permission
for resource access is granted if and only if all protection domains in the chain
have the required permission.

Privilege amplification is supported by doPrivileged construct in Java. By
invoking AccessController.doPrivileged(A), a method M performs a privi-
leged action A; this involves invoking method A.run() with all the permissions
of M enabled. This can be seen as marking the method frame of M as privileged:
stack inspection will then stop as soon as a privileged frame (starting from the
top) is found [2].

In Java, the normal use of the “privileged” feature is as follows [18] :

somemethod() {
...normal code here...
AccessController.doPrivileged(new PrivilegedAction() {

public Object run() {
// privileged code goes here, for example:
System.loadLibrary("awt");
return null; // nothing to return

}
});

...normal code here...
}

This type of normal privileged call is assumed for simple presentation in this
paper.

When inspecting stack, the checkPermission method stops checking if it
reaches a caller that was marked as “privileged” via a doPrivileged call. If
that caller’s domain has the specified permission, no further checking is done
and checkPermission returns quietly, indicating that the requested access is
allowed. If that domain does not have the specified permission, an exception is
thrown, as usual.

In summary, stack inspection checks the chains of method invocations back-
ward until either the entire stack is traversed or an invocation is found within
the scope of a doPrivileged call.

Java’s stack inspection policy can also handles dynamic creation of threads.
When a new thread T is created, T is given a copy of the existing run-time
call stack to extend. The success of subsequently evaluating checkPermission
in thread T thus involves permissions associated with the call stack when T is
created.

3 Static Permission Check Analysis

The static permission check analysis is done based on simple call graph which
can be defined as follows.
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Definition 1. A call graph CG = (N, E) is a directed graph, where N is the
set of nodes which represent methods, and E ⊆ N × N is the set of edges, which
represents method calls.

There are two kinds of edges in the call graph. A normal edge n → n′ repre-
sents a normal method call from n to n′. Thread start is also considered as a
normal method call to its run method. A privileged edge n � n′ represents a
doPrivileged call from n to n′. This represents doPrivileged call to a priv-
ileged action n′, which is usually a method A.run(), with all the permissions
of n enabled. The soundness of call graph is shown in many literature [15,10].
This call graph is unlike the call graph in [1], in that it doesn’t contain any
intra-procedural control flow.

In the following, we abbreviate checkPermission(p) by check(p). We denote
by check(p) ∈ m if check(p) occurs in a method m. The set of all permission
checks in a program is denoted by Check. The set of permissions associated with
a method m is denoted by Permissions(m), which is determined by a policy file
which associates permissions with protection domains, to which methods belong.

We can say that a permission check check(p) in a method m succeeds at
a method n, if the permission p is granted by all the stack frames from the
method m to the method n by stack inspection. If a permission check succeeds
at a method m, the stack inspection can go further across m.

We will approximate all checks that may succeed at each method by static
analysis. Then we can compute all checks in a simple way which must fail.

Definition 2. A permission check check(p) in a method m may succeed at the
entry to a method n, if there exists a path from the method n to the method m
in the call graph, along which the permission p is granted by all the methods in
the path.

Based on the simple call graph, we first define a backward static analysis called
May-Succeed Check Analysis, which gives a safe approximation of permission
checks which may succeed at each method. The May-Succeed Check Analysis
will determine:

for each node(method), which permission checks may succeed at the entry to
the node.

The May-Succeed Check Analysis is defined by the flow equation in Figure 1,
where May − SCentry(n) includes check(p)’s in the method n or in May −
SCexit(n) such that the permission p is granted by the method n. Note that only
normal calls denoted by n → m are considered in the equation May−SCexit(n).

The flow equation in Figure 1 defines a transfer function FMay−SC : L → L,
where the property space L is a complete lattice Lentry × Lexit where Lentry

and Lexit are total function spaces from N to 2Check. We can compute the least
solution (may − scentry, may − scexit) ∈ L of the flow equation in Figure 1 by
lfp(FMay−SC) in finite time, because the finite property space L satisfies the
ascending chain condition and the transfer function is monotonic. See [6] for
details.
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May − SCexit(n) =

{
∅ if n is final
⋃

{May − SCentry(m)|n → m ∈ E} otherwise

May−SCentry(n)={check(p)∈May−SCexit(n)|p∈Permissions(n)}∪genMay−SC(n)

where genMay−SC(n) = {check(p)|check(p) ∈ n, p ∈ Permissions(n)}

Fig. 1. Flow equation for May-Succeed Check Analysis

We prove the soundness of the analysis in the following theorem. In the theo-
rem, we only consider actual normal call chains which don’t contain a privileged
call, because stack inspection cannot go further across a privileged call. See [6]
for details.

Theorem 1. For every actual normal call chain from a method n to a method
m which contains check(p), if the permission p is granted by all the methods in
the call chain, then check(p) is in may − scentry(n).

As an example, we consider a client-part of small e-commerce example in [2]. As
described in [2], the user agent runs a Java-enabled Web browser, which has the
rights to access the local file system and to open a socket connection. Shop and
Robber are client-tier components implemented as Java applets. The Browser
class provides the applets with some methods to manage the user preferences: the
getPref() method tries to retrieve the preferences from a local file if the applet
has the rights to do so. Otherwise, it opens a socket connection with the remote
server. The changePrefs() method first looks for the old preferences (either in
the local disk or on the remote server); then it asks for the new preferences,
which are thereafter saved on the local disk (if the applet has the rights to do
so) or sent to the remote server.

Its call graph and the security policies are shown in Figure 2. Unlikely to
[1,2], our static analysis is based on simple call graph. The May-Succeed Check
Analysis computes checks which may succeed at the entry of each method, which
are shown in Figure 3. Note that check(Pread) and check(Pwrite) may succeed
at Shop.start(), and check(Pconnect) may succeed at Robber.start().

A permission check must fail at the entry to a method n, if it is not a may-
succeed check at n. If a permission check check(p) in a method m must fail at
the entry to a method n, it implies that there is no path from n to m, which
can grant the permission p. If a starting method(or a privileged action method)
is started, its must-fail checks will certainly fail stack inspection when they are
executed.

Once may-succeed checks may − scentry(n) at a method n have been com-
puted, then must-fail checks must − fcentry(n) at the method n can be simply
computed as:

must − fcentry(n) = rc(n) − may − scentry(n)
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Fig. 2. Call graph and security policy for e-commerce application (client-side)

where rc(n) is the set of all reachable permission checks to a node(method) n
without considering permissions. rc : N → 2Check is the least solution of the
following equation:

RC(n) =
{

{check(p)|check(p) ∈ n} if n is final
⋃

{RC(m)|n → m ∈ E} ∪ {check(p)|check(p) ∈ n} otherwise

Note that only normal calls denoted by n → m are considered when comput-
ing reachable checks. A privileged call n � n′ is not considered, since stack
inspection cannot go further across a privileged call.

In the example, all the three checks are reachable to the Shop.start() and
Robber.start() methods. So check(Pconnect) must fail at Shop.start(), and

Method may-succeed checks

Shop.start() {check(Pread), check(Pwrite)}
Robber.start() {check(Pconnect)}
Brower.chagePrefs() {check(Pread), check(Pwrite), check(Pconnect)}
Browser.getPrefs() {check(Pread), check(Pconnect)}
FileOutputStream() {check(Pwrite)}
FileInputStream() {check(Pread)}
Socket() {check(Pconnect)}

Fig. 3. May-succeed checks
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check(Pread) and check(Pwrite) must fail at Robber.start(). Therefore if
the applet starts from Shop.start(), then check(Pconnect) must fail, and if
the applet starts from Robber.start(), then check(Pread) and check(Pwrite)
must fail.

Once a starting method(or a privileged action method) is executed,
then its must-fail checks certainly fail stack inspection and throw
AccessControlException when they are executed. This is because there is no
backward path from the check to the starting method(or the privileged action
method) such that stack inspection can succeed.

Our second analysis is called Must-Succeed Check Analysis, which gives a safe
approximation of permission checks which must pass stack inspection.

Definition 3. A check(p) in a method m must succeed at the entry to a method
n, if, for every path from the method n to the method m in the call graph, the
permission p is granted by all the methods in the path.

The Must-Succeed Check Analysis will determine:

for each node(method), which permission checks must succeed at the entry to
the node.

Once a starting method(or a privileged action method) is started, then its must-
succeed checks must pass stack inspection when they are executed. This is be-
cause the permission p is granted for every (backward) path from the checks to
the starting method(or the privileged action method).

If a reachable check is not a must-succeed check at a node, then it may fail
through some path from the check to the node. We first define May-Fail Check
Analysis and then compute the must-succeed checks for each node n by com-
puting the complement of may-fail checks with respect to reachable checks. The
May-Fail Check Analysis will determine:

for each node, which permission checks may fail through a backward path from
the checks to the node.

The May-Fail Check Analysis is defined by the flow equations in Figure 4, where
May −FCentry(n) includes all the may-fail checks in May −FCexit(n) and new
may-fail check(p)’s in rc(n) such that the permission p is not granted by the
method n. Note that if check(p) occurs in n, then it is simply included in rc(n).
If a permission check may fail at the entry to a node n, it means that there exists
a path from n to the check, which doesn’t satisfy the permission.

The flow equation in Figure 4 defines a transfer function FMay−FC : L → L.
The least solution (may − fcentry, may − fcexit) ∈ L of the flow equation can
be computed by lfp(FFC) in finite time. See [6] for details.

A permission check check(p) in the least solution may − fcentry(n) means
there exists a path from n to the check, which doesn’t satisfy the permission.
We can prove the soundness of the May-Fail Check Analysis. See [6] for details.
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May − FCexit(n) =

{
∅ if n is final
⋃

{May − FCentry(m)|n → m ∈ E} otherwise

May − FCentry(n) = May − FCexit(n) ∪ genMay−F C(n)

where genMay−F C(n) = {check(p) ∈ rc(n)|p /∈ Permission(n)}

Fig. 4. Flow equation of May-Fail Check Analysis

Theorem 2. For every actual normal call chain from a method n to a method
m which contains check(p), if the permission p is not granted by some method
in the call chain, then check(p) is in may − fcentry(n).

In the example, check(Pconnect) is a may-fail check at the entry to Shop.start()
and check(Pread) and check(Pwrite) are may-fail checks at the entry to
Robber.start().

Once the least fixpoint may − fcentry has been computed, the must-succeed
checks must − scentry at each node n can be computed by must − scentry(n) =
rc(n) − may − fcentry(n) for each node n. If a starting method(or a privileged
action method) n is started, its permission checks in must − scentry(n) must
pass stack inspection when they are executed, because all paths from n to the
checks satisfy the permission.

For example, check(Pconnect) is a must-succeed check at Robber.start()and
check(Pread) and check(Pwrite) are must-succeed checks at Shop.start(). So,
if the applet starts from Robber.start(), then check(Pconnect) must pass stack
inspection.

The fixpoint can be computed by worklist algorithm [12]. Basic operations
in the worklist algorithm are set operations like union and membership. The
worklist algorithm needs at most O(|E|·|Check|) basic operations where |Check|
is the number of checks and the height of the lattice 2Check [12].

4 Implementation

We implement the visualization system for permission checks and Java stack
inspection based on the static permission check analysis information.

We first implement the permission check analysis in Java based on Barat,
which is a front-end for Java compiler. Barat builds an abstract syntax tree for
an input Java program and enriches it with type and name analysis information.
We can traverse AST nodes and do some actions or operations at visiting each
node using a visitor, which is a tree traverse routine based on design patterns.

As in Figure 5, the permission check visualization system consists of five parts.

1. Policy file analysis collects, from input policy file, granted permission set for
protection domain, which each method belongs to. This information is used
to determine whether each permission check succeeds or fails.
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2. Call graph construction constructs a call graph, where each method’s callers
are represented.

3. Permission check analysis computes permission checks which must succeed
or fail at each method, based on policy file and call graph information.

4. Permission check path construction collects reverse call chains of permission
checks from the call graph to trace stack inspection.

5. Visualization of permission check analysis visualizes permission checks and
their stack inspection based on the static analysis information.

Fig. 5. System architecture

We extend Jipe, which is an open source IDE for Java to include the visual-
ization system for permission check. Figure 6 shows the window executing Jipe
and we can start the visualization system by selecting PermissionCheck browser
menu item of Tools.

Figure 7 is a window, which shows permission checks visually based on static
analysis information. The window shows a program CountMain, which creates
SecurityManager class object, set it on system and counts characters in two
files. Each numbered part is as follows:

In the part 1, users can select a display option. Information about permission
check can be displayed in terms of methods or permission checks. The part 2
lists classes, methods and permission checks within a selected package. Users can
select a method or a permission check of interest, depending on the option in
the part 1. The part 3 displays contents of a selected policy file.
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Fig. 6. Jipe and a menu for the Permission Check Visualization System

Fig. 7. Visualization of Permission Check Analysis: Method
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Fig. 8. Visualization of Permission Check Analysis: Permission Check

As in Figure 7, if a method is selected in the part 2, the part 4 displays all
permission checks, which must fail, must succeed, or just may reach at the se-
lected method. In the part 5, users can trace stack inspection procedure visually
by following a calling chain from the selected method to a permission check. If
a permission check must succeed at a method, it is displayed as green color. If a
permission check must fail at a method, it is displayed as red color. Otherwise,
it is displayed as yellow color.

As in Figure 8, if a permission check is selected in the part 2, the part 4 displays
all reachable methods with analysis information that it must succeed, or must
fail at each method. In the part 5, users can trace stack inspection procedure
visually by following a calling chain backward from the selected permission check.

After examining permission check and stack inspection, programmers can
modify policy files and programs if necessary. This process can be repeated until
the security policy is enforced correctly.

We experiment the system with five Java packages. The first program is
CountMain. The second program BankSystem access to file which has client and
account information, read and write new information. The third program
StringSearch counts number of times which ”string” appears in ten files. The
fourth program getProps reads system information which are about system user,
operating system, and file system. The last Client-Server is a client-server pro-
gram, where server and client create socket, server sends the message which server
reads from the local file and then client saves the received message from the server.
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Table 1. Experimental result

Package All checks Must-fail checks Must-succeed checks Reachable checks

CountMain 5 1 2 3

BankSystem 6 0 0 4

StringSearch 10 5 5 10

getProps 9 2 0 7

Server-Client 3 1 0 1

Table 1 shows the experimental results. The results can change according
to the policy file. It shows the number of all checks within package, the num-
ber of permission checks which may reach to the main method, the number of
must-fail or must-succeed checks at the main method. In case of CountMain, 1
check must fail and two checks must succeed at the main. There are no must-
succeed or must-fail checks in BankSystem. In case of StringSearch, 5 checks
must succeed and 5 checks must fail at the main. In getProps, 2 checks out of
9 must fail.

5 Related Works

There are some works on stack inspection such as semantics, type system, static
analysis and implementation.

Wallach et al. [16] present a new semantics for stack inspection based on a be-
lief logic and its implementation using the calculus of security-passing style which
addresses the concerns of traditional stack inspection. With security-passing
style, the security context can be efficiently represented for any method acti-
vation, and a prototype implementation is built by rewriting the Java bytecodes
before they are loaded by the system.

Pottier et al. [14] address static security-aware type systems which can statically
guarantee the success of permission checks. They use the general framework, and
construct several constraint- and unification-based type systems. They offer sig-
nificant improvements on a previous type system for JDK access control, both in
terms of expressiveness and in terms of readability of inferred type specifications.

Erlingson [7] describes how IRMs(Inlined Reference Monitor) can provide an
alternative to enforcing access control on runtime platforms, like the JVM, with-
out requiring changes to the platform. Two IRM implementations of stack in-
spection are discussed. One is a reformulation of security passing style proposed
in [16]; the other is new and exhibits performance competitive with existing
commercial JVM-resident implementations.

Walker [17] uses security automata to express security policies. Security au-
tomata can specify an expressive collection of security policies including access
control and resource bounds. They describe how to instrument well-typed pro-
grams with security checks and typing annotations. The resulting programs obey
the policies specified by security automata and can be mechanically checked for
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safety. This work provides a foundation for the process of automatically gener-
ating certified code for expressive security policies.

There are several static analysis techniques for permission checks [4,5,1,2,11].
Bartolleti et al. proposed two control flow analyses for the Java bytecode [1].

They safely approximate the set of permissions granted/denied to code at run-
time. This static information helps optimizing the implementation of the stack
inspection algorithm. They also developed a technique to perform program trans-
formation in the presence of stack inspection [2]. This technique relies on the trace
permission analysis, which is a control flow analysis and compute a safe approxi-
mation to the set of permissions that are always granted to bytecode at run time.

Koved et al. [11] presents a technique for computing the access rights re-
quirements by using a context sensitive, flow sensitive, interprocedural data flow
analysis. This analysis computes at each program point the set of access rights
required by the code. They implemented the algorithms and present the results
of the analysis on a set of programs. This access rights analysis is also imple-
mented into SWORD4J, which is a collection of tools for Java static analysis,
and is available for the popular Eclipse IDE.

Besson et al applied constraint-based static analysis techniques to the verifi-
cation of global security properties [5]. They introduces a formalism based on a
linear-time temporal logic for specifying global security properties pertaining to
the control flow of the program.

Most static analyses approximate stack inspection in terms of permissions
[4,5,1,2,11]. Our proposed analysis is unique in that it compute success or fail
information in terms of permission checks. This static analysis can approximate
information about stack inspection for permission check. We also implemented
visualization of stack inspection based on the static analysis information, which
can help programmers examine stack inspection easily.

6 Conclusions

We have developed a visualization tool which helps programmers enforce security
policy effectively into programs, based on the static permission check analysis.
Using the visualization system, programmers can modify programs and policy
files if necessary, as they examine how permission checks and their stack inspec-
tion are performed. This process can be repeated until the security policy is
enforced correctly.

The static analysis information can also be applied to optimizing redundant
permission checks. For example, stack inspection of a permission check can be
skipped if it must succeed.
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Abstract. As a remarkable realization of the simple idea ”Physical Sep-
aration”, the Lock-Keeper technology has been proven to be a practical
approach to provide high-level security for a sensitive internal network
by completely separating it with the less secure external network. The
data exchange between the two separated networks is accomplished by
the Lock-Keeper Secure Data Exchange software which is occupied by
three PC-based Lock-Keeper components: INNER, OUTER and GATE.
The SDE’s application modules on INNER and OUTER provide spe-
cific network services to the external world through normal network con-
nections and organize the network traffic into Lock-Keeper-mode units
which can be transferred through the Lock-Keeper by its SDE’s basic
data exchange modules on INNER, OUTER and GATE. There is an ex-
tra data scanning module located on GATE to check the passing data
contents. In this paper, a new implementation of the SDE software will
be proposed based on the Virtual Machine technology. Application mod-
ules on INNER and OUTER are respectively replaced by some Virtual
Machines. According to different requirements of corresponding applica-
tions, different configurations and resource assignments can be employed
by these Virtual Machines. Such special-purpose Virtual Machines and
their underlying host can be isolated from one another by the natural
property of the Virtual Machine technology so that both the host and
each single application can be easily restored in the case of destruction.
In addition, a content scanning VM will be built on GATE to support
offline scanning, configuration, updating and other useful extension.

1 Introduction

Complete physical separation with the external world has been the best solu-
tion for most organizations with high-level security requirements, such as public
authorities, government offices, national defense institutions, or financial sectors
such as banks and insurance companies, to protect their sensitive IT infrastruc-
tures. The idea of ”Physical Separation” (PS) is clear and easy to be understood.
The main task is to separate the private networks at any levels, not only log-
ically but also physically, and permit the secure data exchange with outside
simultaneously [1].

The patented Lock-Keeper technology [1], [2], [3] was developed based on
this simple PS idea to meet the needs of such high-level security organizations.
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The prototype of the Lock-Keeper technology, named as the SingleGate Lock-
Keeper, consists of three independent Single Board Computers (SBCs): INNER,
OUTER and GATE, which are connected using a patented switch unit. The
switch unit restricts the connection so that GATE can just be connected with
only one partner, either INNER or OUTER and there are no ways to directly
establish the connection between INNER and OUTER at any time. The switch
mechanism is realized by a hardware-based Printed Circuit Board (PCB) which
is the core component of the Lock-Keeper system. There is not any software, even
assembler programs, running on the PCB. The PCB works automatically when
the system starts. Anything else, including the other Lock-Keeper components,
can not change and control the switch operations. An advanced version of the
Lock-Keeper technology, named the DualGate Lock-Keeper, which is developed
by introducing another GATE unit and modifying the switch PCB to achieve the
connection states: OUTER with GATE1, INNER with GATE2 in one interval
and OUTER and GATE2, INNER with GATE1 in the next interval. By this
means, high data transfer throughput can be reached by removing the useless
waiting time. Currently, the commercial version of the Lock-Keeper technology
has already been developed and is now under the marketing extension by our
colleagues in Siemens AG in Switzerland [2]. More detailed information about
this technology can be available from the respective websites [2], [3].

Besides the necessary hardware components mentioned above, a Lock-Keeper
system also requires the ”Secure Data Exchange” (SDE) Software to transfer and
verify the passing traffic. On INNER and OUTER, there are many application
modules which can provide specific network services and applications. The basic
data exchange modules on INNER, OUTER and GATE are used to transfer
the Lock-Keeper-mode data units generated by the application modules. There
is also an extra data scanning module located on GATE to check the passing
data content so that some known offline attacks can be prevented. Most popular
Third-Party scanning or filtering software can easily and flexibly be integrated
into this data scanning module.

Virtual Machine (VM) technology was firstly developed and used by IBM in
the early 1960’s to provide multi-user facilities in a secure mainframe computing
environment [4]. With the development of high powerful personal computers
in recent years, the VM technology is seriously recognized and widely applied
in many significant aspects from partitioning mainframe computing system to
implementing cross-platform high-level-language applications [5], [6], [7]. What’s
more, many security research and development works have been revealed based
on the VM technology by taking advantage of its natural benefits on system
simulation and isolation [8], [9], [10].

In this paper, we propose a new SDE implementation which deploys several
VMs in the Lock-Keeper System. On INNER and OUTER of the Lock-Keeper,
original application modules will be emigrated onto their respective VMs. These
newly built VMs, named as AppVMs, will run concurrently and independently on
the same hardware platform, i.e. INNER or OUTER computer. Our motivation
is to achieve strong isolation among these AppVMs and the host. If security on



Deployment of Virtual Machines in Lock-Keeper 149

one of these AppVMs is breached or if a failure happens in one of AppVMs, the
running of the other AppVMs, especially the underlying host system will not be
affected. In addition, a new data scanning VM will be introduced on the GATE
computer to replace the original data scanning module so that administrators
can easily configure, modify and update the occupied Third-Party data scanning
software by just offline maintaining the respective VM. The new SDE software
can also provide many other advantages, such as cross-platform, performance
isolation, etc., which make the Lock-Keeper more secure, flexible and applicable.

The remainder of this paper is organized as follows: next section generally
introduces the architecture of the SingleGate Lock-Keeper system and its SDE
software. Section 3 gives a short overview of the VM technology. The new imple-
mentation of VM-based SDE software is presented in section 4. Then we discuss
future works on this topic in section 5 and conclude in section 6.

2 The Lock-Keeper Technology

As mentioned above, the principle of PS technology is to find a way to transmit
data between two different networks - usually classified as a high secure internal
network and a less secure external network - without having to establish a di-
rect connection, no matter how short-lived such a connection would be. To this
effect, the Lock-Keeper is realized based on a well-known sluice mechanism as
indicated in Figure 1. The Lock-Keeper system transfers data through a gate
without ever creating a direct connection between the internal and external net-
work. Because of such physical separation of networks, it can be guaranteed that
attackers have no opportunities to break into the internal network by any means
of online attacks. Compared with the complicated firewalls, both the principle
and the running mechanism of the Lock-Keeper are simple, clear and easy to be
understood.

Fig. 1. Sluice Mechanism of the Lock-Keeper

2.1 Hardware Architecture of the SingleGate Lock-Keeper

As indicated in Figure 2, the SingleGate Lock-Keeper system, which consists of
three active SBCs: INNER, OUTER and GATE, is a simple implementation of
the Lock-Keeper technology. Each Lock-Keeper SBC has its own physical com-
ponents (CPU, RAM, hard disk, network cards, etc). INNER is connected to the
internal network with high-level security requriements, for example an intranet of
a company as well as the OUTER computer on the opposite side is connected to
the less secure network, e.g., the Internet. The third Lock-Keeper SBC, GATE,
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is set up to perform a detailed analysis of the traffic passing through. All three
components are connected to a patented switching unit that restricts their com-
munication. The two defined states of switch states (interval 0: INNER and
GATE connected to each other, interval 1: GATE and OUTER connected to
each other), ensured by the above mentioned SingleGate Lock-Keeper switch
PCB, are shown in Figure 2. INNER and OUTER, along with their respectively
connected networks, i.e. internal network and external network, can not be con-
nected directly at any time. The switch PCB enables and disables connections
on the physical level, i.e., interrupts the data transmission cables. The function
and timing of this unit is autonomous and can not be changed or disengaged
by someone who has access to the rest of the system. Thus, neither external
attackers nor insiders can change or bypass the state of the physical separation
of the networks.

Fig. 2. The states of switch interval in the SingleGate Lock-Keeper System

2.2 Lock-Keeper SDE Software

On each Lock-Keeper component, there is also an independent operating system
and the additional software, so called SDE software, which helps to transfer or
verify the passing data traffic.

Figure 3 describes the architecture of the Lock-Keeper SDE Software. This
architecture is so flexible and extensible that customers are free to modify the
existing application modules, or add some new modules according to their own
requirements. The basic data exchange module is the core module of the SDE
software and should be kept unchanged, because the functionalities of the other
application modules are all realized based on it.

Application modules work as interfaces to outside users, which can provide
different popular network services. Any access to the internal network through
the Lock-Keeper system must be achieved by these application modules. Cur-
rently, there are three network services can be supported by the implementation
of three SDE application modules, i.e. File Exchange Module, Mail Exchange
Module and Database Replication/Synchronization Module. Application mod-
ules provide the specific services to the outside users in normal ways. That means,
the user can access these applications using normal connections with INNER or
OUTER although there are just specific ports are opened for publishing applica-
tion modules. Certainly, it is also possible to open ports to be used by other new
application modules if required. Such design helps to change the saying from
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Fig. 3. Architecture of the Lock-Keeper SDE Software

”Build it first, secure it later” to ”Secure it first, build it later” [1]. Another task
of these application modules is to analyze and parse the incoming network traffic
which they accept from their connections with users, generate the application-
level data and then reconstruct them into the standard Lock-Keeper-mode data
units which should include the header containing data-related information or
necessary authentication information and the data body itself. On the other
side, the data unit will be restored to its original format and send to its des-
tination also by the application modules. Certainly, the recovery work depends
on the header information. By this mechanism, any external protocol will be
stopped here and can not be supported further so that the concept of ”Pro-
tocol Isolation” [11] is accomplished. All the data traffic transferred inside the
Lock-Keeper can just be realized by the SDE basic data exchange module.

The basic data exchange module on INNER/OUTER is used to send and
receive the Lock-Keeper-mode data unit to the basic data exchange module on
GATE. The communication between them is realized based on the traditional
Client/Server mode and conceived in such a way that connections can only
be started on the GATE and accordingly there are only data transfer services
(send/receive) provided on the external SBCs, i.e. INNER and OUTER so that
there are no possibilities for hackers to attack GATE by misbehaving on such
inside communications.

The physical separation of networks realized by the Lock-Keeper system can
offer comprehensive protection against most online attacks, such as protocol-
based attack, tunneling, penetration, etc. However, some offline attacks, e.g.
virus, malicious codes, etc, can still pass through the Lock-Keeper mechanism
by parasitized onto some legal messages. Fortunately, the basic operating system
on the GATE Computer makes it possible to integrate some general Third-Party
security software into SDE architecture, which can help to check data traffic
during it is passing the GATE computer. For example, it is possible to install
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virus scanning software or mail analysis tools to check the data. All these Third-
Party software can be occupied and managed by the SDE data scanning module.

All these modules in the current SDE architecture are written in Java 1.4.2
and Perl 5 on the platform of SuSE Linux 9.2 operating system.

2.3 Problems of the Current SDE Software

Although a lot of considerations for security aspect have been done during the
design of current SDE software, there are still several security problems. On
the other hand, some usage problems also take place along with these security
designs.

The biggest problem is the compromise of the Lock-Keeper INNER and
OUTER. Although we have combined popular software-based firewalls on these
two SBCs, the open application modules still make it possible to be attack. And
more seriously, all the application modules are running on the same host oper-
ating system so that just a successful attack on one of them will affect the work
of others, or even the whole host system. What’s more, it would be very difficult
to restore the destruction caused by such attacks because the Lock-Keeper is
running automatically.

Another problem of the current SDE Software is that the maintaining of the
Third-Party security software occupied by the data scanning module on GATE
can not be made online because the normal connection can just reach to INNER
and OUTER. That means, the new virus definitions by the scanning tools can not
be imported through its usual ways, the modification of filtering policy can not
be made directly, even a small adjustment of the configuration becomes difficult.
Fortunately, the VM technology can help to resolve some of these problems.

3 Overview of Virtual Machine Technology

A virtual machine is a protected and isolated copy of the underlying physical
machine. By this means, each user on a virtual machine is given the illusion
of having a dedicated physical machine [10]. Today, the VM technology has
been developed to be a successful technology which benefits many aspects of
information technology [13]. The advantages of the VM technology can be shown
in their widely supported applications, such as: multiplex of hardware resource,
virtual laboratory for IT education, sensitive software testing, security isolation,
and performance Isolation, etc [5˜10].

3.1 Classification of VM

Virtual machines are classified into two categories: process virtual machines and
system virtual machines in general [3]:

Process Virtual Machines. A process virtual machine is a virtual platform
which executes an individual process. The virtual machine is created only if a
process is created and terminates when the process terminates. The VM monitor
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(VMM) that implements a process VM is also named ”runtime software” (run-
time for short). The process VM is mostly used for replication and emulation
because of its portability.

System Virtual Machines. A system VM, or so-called OS-Level VM, provides
a complete, persistent system environment. It allows the guest operating system
to access virtual hardware resources. The system VM monitor is located between
the host hardware machine and the guest OS. The primary role of the VMM
is to support the simultaneous running of multiple, isolated guest operating
system environments on a single-host hardware platform. System VMMs can be
further classified into three types: native VMM, User-Mode VMM, and hybrid
VMM according to the lower level platform they are built upon. The detailed
description of these three kinds of VMMs can be found in [5] and [13].

3.2 UML VM and Its Applications

User-Mode Linux (UML) is an open source VMM developed by Jeff Dike [14],
[15]. It is a kind of the implementation of User-Mode VMM. All the virtual
machines under UML are running in the user space of the host. Unlike other
virtual machine software, UML is a port of the Linux kernel to Linux. That
means, it implements a Linux virtual machine on a Linux host. The UML kernel
is a modified version of the normal Linux kernel. It constructs virtual hardware
from resources provided by the host kernel and is able to run nearly all of the
applications and services that can run on the host.

Compare to any other mainstream commercial VMM software, such as the fa-
mousVMware from VMware, Inc. [16], and Virtual PC fromMicrosoft [17], etc, the
free open source UML and some of its advanced extensions are more lightweight,
flexible, and manageable. Besides, a lot of useful features [18] supported by UML,
such as the Copy-On-Write (COW), the Host File System (”hostfs”), the man-
agement Console (mconsole), and the Separate Kernel Address Space Mode (the
”skas” mode), etc, make it more applicable for most VM applications.

Because of these benefits, the UML is also chosen as the best solution for our
new implementation of the Lock-Keeper SDE software.

4 VM-Based Implementation of Lock-Keeper SDE
Software

The motivation of our design on new SDE implementation is to utilize the VM
technology, e.g. the UML VM, to implement some of the SDE modules, for
example application modules on INNER/OUTER and the data scanning module
on GATE so that some problems mentioned in Section 2.3 can be resolved. Some
benefits by the introduction of the VM technology are also expected by our new
implementation. The advantages of this VM-based SDE implementation will be
listed in detail in this section after description of the concrete development of
the implementation.
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Fig. 4. VM-based Implementation of SDE Application modules on OUTER/INNER

4.1 AppVMs on INNER/OUTER Host

As indicated in Figure 4, applications supported by the Lock-Keeper system are
realized by several application VMs (AppVM) on INNER and OUTER. The
task of these AppVMs is similar to the application modules in the old SDE
implementation. Because of reasons described in former sections, we use UML
VM to realize these AppVMs.

Because UML just provides a user mode OS kernel, In order to run a VM, we
need an image in which a standard Linux file system is installed. UML saves this
image in an ordinary file on the host’s hard disk. Therefore, the image file can
be created, copied or removed. By doing so, it is possible to manage these VMs
as normal applications, i.e. they can be easily started, killed or recovered on
demand. UML VMs support the sharing of a single file system (image) between
multiple VMs a so-called copy-on-write (COW) layering [18]. This scheme creates
a small-size file for each guest VM to contain the changes made to the file system,
and shares the largely unchanged backing file system between each guest VM.
Based on this feature, a standard raw VM image is built firstly. This image file
is protected by setting it read-only. Any other AppVMs can be realized based on
this raw file system by just saving the changed content into the corresponding
COW files. In practice, there are only one VM image file with standard file
system and several COW files. Each AppVM is started from its COW file. And
the COW file will continue to record new changes to the original image file
during runtime. By this means, a lot of development works are simplified and
the physical storage of the host is extremely saved. At the same time, it is just
necessary to restore and restart the COW file when its application is attacked
or unpredicted destructions take place.

Another technique needs to be noted here is the simulation of virtual network
device on each AppVM. UML provides several network transport types for a
guest VM to use physical network device on the host. These network transports
include ethertap, TUN/TAP, multicast, SLIP, SLIRP, PCAP and the switch
daemon [18]. We use the preferred TUN/TAP mechanism in our testing. The
physical IP Address on the host is bridged respectively on each AppVM. Strictly
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preconfigured software firewalls are setup in all the AppVM. The AppVMs are
transparent to the outside users. The application provided by each AppVM is
directly published by the virtual network device on every AppVM.

The interface for the AppVM to the core basic data exchange module is the
directory on the physical host. Since UML is running on the host, it is possible
for upper VMs to access host file system just like any other process and make
them available inside the virtual machine without needing to use the network.
The feature ”hostfs” is used by us in the practical implementations. A specific
directory on the host will be mounted when the AppVM is booting. By this
means, the Lock-Keeper-mode data unit which is either to be transferred or
have been transferred can be easily communicated between AppVMs and the
basic data exchange modules on host.

4.2 Data Scanning VM on GATE Host

On GATE host, a new data scanning VM is implemented to assume the func-
tionality of the original data scanning module. The Third-Party virus scanning
software or content filtering tools can be easily installed and configured on the
virtual host. The software will be started when the VM is booting. Similarly,
there is also a shire directory on the host using the mechanism of ”hostfs” so
that the scanning software running on the VM can get the target file from the
host and sent the verified file back.

Fig. 5. VM-based Implementation of SDE Data Scanning Module on GATE

It is worth to mention here that the VM implementation of the data scan-
ning module make it possible for administrators to easily maintain the occupied
Third-Party software, e.g. configuring and update. To this purpose, a same copy
of data scanning VM, i.e., a COW file, must be backup in the administrator
side. If new update or configuration of the Third-Party software is required, the
administrator can firstly make the modification on the backup VM locally and
then copy the modified COW file to GATE to replace the other data scanning
VM COW file when the Lock-Keeper is completely offline. We provide the priv-
ilege for the administrator to access the Lock-Keeper components. However, all
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the operation must be done offline, i.e. at the moment when the Lock-Keeper
is not working. We call it ”offline maintaining”. Although the real-time online
updating as usual Third-Party software provides is not really implemented, the
problem of maintaining GATE’s data scanning module has been resolved to a
certain extent by using the VM technology. In certain case, it is also possible to
allow administrators to send the updated COW file by the basic data exchange
module to GATE from the high secure internal network, if the online maintaining
is necessarily required. However, security aspects must be considered seriously
when administrator decides to take this operation. What’s more, the flexibility
of the VM can also allow to be integrated with other security solutions. VMs
which combine with authentication mechanism, access control, etc, can also be
easily realized on GATE by just running a corresponding functional VM. This
improvement makes the data scanning more flexible and extensible.

4.3 Discussion on Benefits

The flexible Lock-Keeper architecture makes it easier to integrate the newly
implemented SDE modules, which have been described in Section 4.1 and 4.2,
into INNER/OUTER and GATE. Many new advantages and functionalities take
place along with the new implementation of the Lock-Keeper SDE software
because of the employment of the VM technology. The benefits can be listed,
but not limited to the following:

Protections of the External Lock-Keeper SBC. Unlike the original SDE
implementation, the Lock-Keeper’s interfaces of applications for outside users
are several AppVMs based on the physical host hardware. The underlying host
system will be kept unchangeable even in the case that there are attacks executed
on one of AppVMs. The AppVM is running transparently for the users so that
users have no opportunities to directly access the host system. So both the host
operating system and the host hardware devices are hidden by the AppVMs to
get enough security protection.

Complete Application Isolation. The property of isolation provided by the
VM technology makes it possible to separate applications provided in the new
SDE implementation from each other. Each AppVM works indolently to provide
its corresponding service. As a result, the compromise of one of AppVMs can
not be able to compromise either the other AppVMs or the host. In the case of
destruction of one compromised AppVM, the other AppVMs can continue their
works. On the other hand, applications are provided on an independent virtual
platform so that special configuration and modification can be done freely on its
own VM without affecting the other AppVMs and host. Thus, applications with
diverse security requirements can be run concurrently. By the isolated applica-
tion, the assignment of physical hardware resources, e.g. the system memory, can
also be optimized for different AppVM according to their different requirements
so that the performance of the Lock-Keeper can be improved significantly.
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Possibility to Support Cross-platform Applications. Some OS-dependent
applications, e.g. Microsoft series software products, can just be running on
specific platform. It’s obvious that just one kind of host platform can not support
all these applications. The VM technology makes it feasible that we can provide
other OS based services on the Linux platform. What we need to do is just to
build a VM with the required platform and run the expected applications on
the new virtual OS. Certainly, we must choose some other VMMs, e.g. VMware,
rather than UML, which can support the target OS to meet this demand. In
addition, some interactive network applications which needs a user interface can
also be realized on special AppVMs without affect the security of underlying
system.

Flexible Employment and Easy-to-use of Third-Party Security Soft-
ware. As what has discussed above, the utilization of the VM technology
on GATE makes the offline maintaining of the Third-Party software possible.
What’s more, there are also much more possibilities to build other kinds of secu-
rity VMs by using other Third-Party software. Along with these developments,
more possible application scenarios can be revealed. The Lock-Keeper applica-
tion can also be extremely extended.

5 Future Works

The VM-based SDE implementation proposed in section 4 is just an initial at-
tempt to apply the VM technology in the Lock-Keeper system. Certainly, there
are still a lot of development and research works which can be done around this
idea.

Firstly, a VM Implementation of SDE basic data exchange module can be pos-
sible realized which can make the SDE software completely separate and cross-
platform. The basic data exchange VM with different configuration of data trans-
fer method, for example First-In-Fist-Out (FIFO), First-In-Last-Out (FILO), or
other special mechanisms from the requirement of users, can be provided as op-
tions for the users. Secondly, it would be useful to build particular VMs on the
three Lock-Keeper SBCs to record and communicate respective log files with
each other. In the current module-based SDE software, it is very difficult to get
the log files generated by the GATE’s SDE components because GATE is for-
bidden to be accessed remotely when the system is running. So the new Log-file
VMs can help the three SBCs to share the log file. Certainly, the log-file gener-
ated by Log-file VM on GATE must be sent to INNER or OUTER by the basic
data exchange module.

The development of SDE VM management systems in the Lock-Keeper is also
very necessary. For example, an AppVM management module can be developed
on INNER/OUTER to control the running of its AppVMs. By this means, nec-
essary administration options, e.g. shutdown, recovery, restart, etc, can easily to
be carried out when some exceptional situations happen. By the AppVM man-
agement, the dynamic call of applications can also be achieved. Each single user
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has the possibility to exclusively occupy a new AppVM which is started by the
AppVM management after it accepts a request. It’ could be the realization of an-
other security concept of so-called ”User Isolation”. It can be expected that the
implementation of this idea depends on the more powerful performance of the
host system and the dynamic network address binding supported by the VMM
techniques. In the same way, the management of data scanning VMs with differ-
ent configurations or different Third-Party software on GATE can also make it
possible to call different security tools (VMs) according to different requirements
which can be defined into the passing data, i.e. the header information of the
Lock-Keeper-mode data unit.

As other applications of the VM technology, research around the performance
of SDE VMs is another important work. Currently, three AppVM can run well
on INNER and OUTER which is equipped with Intel Celeron-M 1.5 GHz CPU
and 512MB DDR RAM. However, if more AppVMs are running to support more
applications, what the performance would be? How to optimize the assignment
of hardware resources for each AppVM is also a valuable research point. Besides,
the analysis on how the data transfer performance of the Lock-Keeper system
will be affected if we run too many AppVMs on INNER and OUTER can also
help us to find new solutions to improve the performance of the whole system.
Moreover, there are many other aspects of the VM technology, e.g. other VMM
tools, VM Clusters, etc, can be applied into the Lock-Keeper technology which
depend on our future research and development works.

6 Conclusions

In order to solve some practical problems on security and usability of current
Lock-Keeper system, a new implementation of the Lock-Keeper SDE software
is proposed in this paper. The VM technology is utilized to meet the demands
of security enhancement of the Lock-Keeper’s external computers, i.e. INNER
and OUTER. As well, an independent data scanning VM is designed on GATE
to support the offline scanning and maintaining of the adopted Third-Party se-
curity software. Some other opportunities to improve the Lock-Keeper by using
the VM technology are also discussed as future works in the paper. It can be
said that, a more reliable and robust security solution can be achieved by com-
bining the software-based VM technology with the hardware-based Lock-Keeper
technology.
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Abstract. In this paper we investigate implementations of ARIA on an
8-bit smartcard. Our investigation focuses on the resistance against dif-
ferent types of differential power analysis (DPA) attacks. We show that
an unprotected implementation of ARIA allows to deduce the secret key
with a low number of measurements. In order to thwart these simple
DPA attacks, we mask and randomize the ARIA implementation on the
smartcard. It turns out that due to the structure of ARIA, a masked im-
plementation requires significantly more resources than an unprotected
implementation. However, the masked and randomized implementation
provides a high resistance against power analysis attacks.

Keywords: ARIA, DPA, smartcard.

1 Introduction

The block cipher ARIA [KKP+04] is a national Korean standard algorithm. It
is implemented in numerous applications, in software as well as in hardware. Of
particular importance are smartcard implementations. This is because smart-
cards are increasingly used in banking applications, pay-TV systems, etc.

So far, there exists only one publication that investigates the security of a
smartcard implementation of the ARIA block cipher [HKM+05]. In this paper,
an unprotected implementation of ARIA on a 32-bit smartcard was analyzed
with differential power analysis (DPA), see [KJJ99]. The authors’ conclusion
was that about 2000 measurements are needed to derive the key. In their attack,
they focused on the outputs of the substitution layer. Their article shows that a
systematic evaluation of attacks and countermeasures for smartcard implemen-
tations of ARIA is needed.
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In our article, we provide such a systematic evaluation. We have implemented
ARIA on a reference platform, which is an 8-bit smartcard. We have applied 1st-
order DPA attacks on this unprotected implementation. Then, we have secured
the implementation by masking and by randomization and determined how these
countermeasures influence the security of the implementation.

This article is organized as follows. In Sect. 2 we sketch the working principle
of our ARIA implementation. In Sect. 3 we report on 1st-order DPA attacks
on ARIA. In Sect. 4 we show how to define a masking scheme for ARIA that
is suitable for our 8-bit smartcard. In Sect. 5 we show how to apply second-
order DPA attacks on the masked implementation. These attacks motivate then
the combination of countermeasures (masking and randomization) which are
described and analyzed in Sect. 6. We conclude this article in Sect. 7.

2 ARIA on a Smartcard

The block cipher ARIA encrypts a 128-bit data block under a key which has
either 128, 192 or 256 bit. ARIA is an iterated block cipher, which means that
it applies a round function a certain number of times to the data. In case of a
128-bit key, 12 rounds are executed. In this article we focus exclusively on ARIA
encryption with a 128-bit key.

The round function of ARIA consists of three parts:

1. Roundkey Addition (ARK): During the roundkey addition, the round key is
exclusive-ored (short: XORed) with the intermediate value.

2. Substitution Layer (S-box): The substitution layer applies different substi-
tution boxes (short: S-boxes) to the intermediate value.

3. Diffusion Layer (DL): The diffusion layer consists of a matrix multiplication.

The substitution layer makes use of four different S-boxes S1, S2, S1
−1 and

S2
−1. All S-boxes are defined over GF (28). The S-box S1 is given by the equation

S1(x) = A · x−1 ⊕ a. The symbol ⊕ denotes the XOR function. The matrix A
and the vector a are defined in (1). The S-box S2 is given as S2(x) = B ·x247 ⊕b.
The matrix B and the vector b are defined in (2).

A =

⎛

⎜
⎜
⎜
⎜
⎝

1 0 0 0 1 1 1 1
1 1 0 0 0 1 1 1
1 1 1 0 0 0 1 1
1 1 1 1 0 0 0 1
1 1 1 1 1 0 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0
0 0 0 1 1 1 1 1

⎞

⎟
⎟
⎟
⎟
⎠

and a =

⎛

⎜
⎜
⎜
⎜
⎝

1
1
0
0
0
1
1
0

⎞

⎟
⎟
⎟
⎟
⎠

(1)

B =

⎛

⎜
⎜
⎜
⎜
⎝

0 1 0 1 1 1 1 0
0 0 1 1 1 1 0 1
1 1 0 1 0 1 1 1
1 0 0 1 1 1 0 1
0 0 1 0 1 1 0 0
1 0 0 0 0 0 0 1
0 1 0 1 1 1 0 1
1 1 0 1 0 0 1 1

⎞

⎟
⎟
⎟
⎟
⎠

and b =

⎛

⎜
⎜
⎜
⎜
⎝

0
1
0
0
0
1
1
1

⎞

⎟
⎟
⎟
⎟
⎠

(2)

The diffusion layer DL is defined over GF (216) and is given in (3).
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Fig. 1. One round of ARIA
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(3)

Figure 1 shows how an ARIA round (odd round number) works. The rounds
with even round numbers have a slightly different substitution layer—the se-
quence of the S-boxes is changed in such a way that the cipher is involutional.

The key schedule of ARIA generates the roundkeys. It consists of two parts:
the initialization part and the roundkey generation part. During initialization
a 3-round Feistel cipher is calculated. The result of the initialization part is
then used in the roundkey generation part in order to generate the roundkeys.
This is done by a sequence of XOR, rotate-right and rotate-left operations. The
decryption roundkeys are derived from the encryption roundkeys.

Our unprotected reference implementation is a simple 8-bit implementation in
which all four S-boxes are implemented as a table look-up. Because we focused on
DPA attacks, we did not implement the key schedule. Instead we pre-computed
the roundkeys and stored them on the smartcard.
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Fig. 2. Power trace of ARIA

3 1st-Order DPA Attacks

Our analysis starts with the investigation of the reference implementation.
Figure 2 shows the power trace of two rounds of ARIA of our reference implemen-
tation. The trace has been compressed: for each clock cycle, we have computed
the sum of the squares of the points of that clock cycle. The sum of squares serves
therefore as a representative for the entire clock cycle. In Fig. 2, several distinct
parts of the trace are visible. At the beginning, there is a part that corresponds
to the loading of data. One can count in total 16 peaks that correspond to the
loading of the 16 data bytes. Thereafter, there is the first roundkey addition,
then there is the S-box layer and last the diffusion layer. This sequence repeats
another time during the second round of ARIA. The fact that the operations can
be easily identified in the power trace indicates that our implementation leaks a
lot of information.

3.1 Analysis of Data Load

In order to quantify the information leakage, we had a closer look at the data
load operation. There is no secret involved in this operation. Hence, we can
use it to find out what information the device leaks. We tried out the two
most popular leakage models that are used in the context of smartcards: the
Hamming-weight (short: HW) model and the Hamming-distance (short: HD)
model. For each byte of the data, we calculated the correlation coefficient be-
tween the power consumption and the HW of the data and the HD of the
data, respectively. It turned out that our smartcard follows the HD model
and the best correlation coefficient that we get with our measurement setup
is about 0.7.
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Fig. 3. ARK: DPA traces of all 256 round-
key bytes
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Fig. 4. ARK: Correlation coefficient as
function of the number of traces

3.2 DPA on Roundkey Addition

The first operation during the execution of ARIA that involves a secret is the
first roundkey addition. Hence, it became the first target of our investigation. In
order to attack it, we correlated the HD between bytes of the plaintext and the
corresponding bytes after the roundkey addition with the power traces. Figure 3
shows the 256 resulting DPA traces for the first byte of the roundkey addition.
The grey traces correspond to the incorrect key hypothesis. The black trace
marks the trace that corresponds to the correct key. One can see that significant
peaks occur at the beginning of the part of the trace that we identified to be the
roundkey addition (see Fig. 2). The correct key delivers the highest (positive)
peak. The key that is most incorrect (which has the most bits set incorrect)
delivers the highest negative peak. The more bits are correct in a certain key
hypothesis, the closer the corresponding DPA peak will be to the DPA peak of
the correct key. This is the normal behavior of an attack on an XOR operation.
It is nicely illustrated by Fig. 4, which shows the correlation coefficients of the
256 traces at clock cylce 342 as a function of the number of traces. One can see
that the the correlation coefficients are very close if the number of traces is low.
But from about 100 traces on, the correct key has the highest positive correlation
coefficient. The other keys are “grouped” based on the fact how many bits are
guessed incorrectly, i.e. the correct key and the eight groups of keys that are
wrong by one to eight bits.

3.3 DPA on S-Boxes

In the next step we attacked the output of the S-box layer. We computed the
correlation coefficient between the HD of S-box input and output and the power
trace. The 256 resulting traces of this attack are plotted in Fig. 5. As in the
attack before, the result that corresponds to the correct key is plotted in black
color and the results that correspond to the incorrect keys are plotted in grey
color. Figure 4 shows that the correct key can be identified with already a low
number (≤ 100) of traces.
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Fig. 5. S-box: DPA traces of all 256
roundkey bytes
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Fig. 6. S-box: Correlation coefficient as
function of the number of traces

Both attacks prove what has been stated already in [HKM+05]: an unpro-
tected ARIA implementation is susceptible to all kinds of DPA attacks.

4 A Masked ARIA Implementation

In a masked implementation of a block cipher all intermediate values i are con-
cealed by a random value m which is called mask. For each new run of the
algorithm, new masks are generated by the smartcard. Therefore, we may as-
sume that the attacker does not know the masks. In many masking schemes
for block ciphers, additive masking is used. In additive masking, the mask is
XORed with the intermediate value. The masked intermediate value is therefore
im = i⊕m. In case of AES implementations, masking is one of the most popular
countermeasures. Hence, numerous articles have been published in this context,
see for instance [AG01], [AG03], [BGK05], and [OMPR05].

Masking intermediate values prevents 1st-order DPA attacks because the
randomly masked intermediate values have a power consumption that can-
not be predicted by an attacker. In a typical masking scheme, the masks are
added at the beginning of the algorithm to the plaintext. From this moment
on, all intermediate values that occur during the algorithm are masked. One
needs to take care that every intermediate value also stays masked. Hence,
one needs to take care that the mask does not cancel out accidently when
intermediate values are manipulated. We will discuss this practical aspect in
Sect. 4.2.

In addition, one needs to keep track how the masks are modified by the oper-
ations in the algorithm. It is well known, see for instance [Mes00], that linear op-
erations do not change the masks. For non-linear operations such as the S-boxes,
one needs to implement masked S-boxes. This technique is well known because
it is also used to secure implementations of AES, see for instance [HOM06], and
works as described in Alg. 1.
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Algorithm 1. Computation of Masked Table
Require: m, m′, T
Ensure: MT(x ⊕ m) = T(x) ⊕ m′,
1: for i = 0 to 255 do
2: MT (i ⊕ m) = T(i) ⊕ m′

3: end for
4: Return(MT )

Consequently, in a masked implementation, we need to store the unmasked
and the masked S-box. In addition, at the beginning of each encryption run, we
have to execute Alg. 1 in order to compute a new masked S-box for the input
mask m and the output mask m′.

4.1 Masking ARIA

The roundkey addition does not require any special attention in our masking
scheme, because it is a linear operation. Hence, the masks are not changed dur-
ing ARK. The most challenging operation in ARIA is the substitution layer
because it consists of four different S-boxes. In a naive masking scheme, all four
different S-boxes would have to be masked. This means that in total 8 tables
(the unmasked S-boxes S1, S2, S1

−1 and S2
−1 having 256 bytes each have to

be stored in memory. Many smartcards do not offer that much memory. Con-
sequently, a more memory efficient implementation is needed. We have found
such a memory efficient implementation by looking at the (algebraic) definition
of the four S-boxes. Remember that S1(x) = A ·x−1 ⊕a and S2(x) = B ·x247 ⊕b.
Because x−1 ≡ x254 ∈ GF (28), we have that x−8 ≡ x247 in GF (28). Hence we
can compute x247 by a matrix multiplication C · x−1. Here, C is an 8 × 8 bi-
nary matrix which takes an element to its 8th power in GF (28). Consequently, it
suffices to store a table for x−1 in memory. We call this table InvTable in the re-
mainder of this section. From the InvTable, we can derive all masked S-boxes in
our implementation. First, we compute a masked table MInvTable with Alg. 1
such that MInvTable(x ⊕ m) = InvTable(x) ⊕ m′. Then, we use MInvTable
to compute the four masked S-boxes:

MSBOX1(x ⊕ m) = A · MInvTable(x ⊕ m) + a (4)
MSBOX2(x ⊕ m) = BC · MInvTable(x ⊕ m) + b (5)
MSBOX3(x ⊕ m) = MInvTable(D · (x ⊕ m) + d) (6)
MSBOX4(x ⊕ m) = MInvTable(E · (x ⊕ m) + d) (7)

C8x8 =

⎛

⎜
⎜
⎜
⎜
⎝

1 1 0 1 0 0 0 0
0 1 1 1 0 0 0 0
0 0 1 0 1 1 0 0
0 1 1 0 0 0 1 0
0 1 1 1 0 1 0 0
0 0 0 1 1 0 1 1
0 0 1 0 1 0 1 0
0 0 0 1 1 1 1 0

⎞

⎟
⎟
⎟
⎟
⎠
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D = A−1
8x8 =

⎛

⎜
⎜
⎜
⎜
⎝

0 0 1 0 0 1 0 1
1 0 0 1 0 0 1 0
0 1 0 0 1 0 0 1
1 0 1 0 0 1 0 0
0 1 0 1 0 0 1 0
0 0 1 0 1 0 0 1
1 0 0 1 0 1 0 0
0 1 0 0 1 0 1 0

⎞

⎟
⎟
⎟
⎟
⎠

d = a−1
8x1 =

⎛

⎜
⎜
⎜
⎜
⎝

1
0
1
0
0
0
0
0

⎞

⎟
⎟
⎟
⎟
⎠

E = (BC)−1
8x8 =

⎛

⎜
⎜
⎜
⎜
⎝

0 0 0 1 1 0 0 0
0 0 1 0 0 1 1 0
0 0 0 0 1 0 1 0
1 1 1 0 0 0 1 1
1 1 1 0 1 1 0 0
0 1 1 0 1 0 1 1
1 0 1 1 1 1 0 1
1 0 0 1 0 0 1 1

⎞

⎟
⎟
⎟
⎟
⎠

e = b−1
8x1 =

⎛

⎜
⎜
⎜
⎜
⎝

0
0
1
1
0
1
0
0

⎞

⎟
⎟
⎟
⎟
⎠

All input bytes of the substitution layer are masked with the same value m.
Consequently, all output bytes are masked with the same value m′. Before the
diffusion layer is computed, we change the mask from m′ to either M1, M2, M3
or M4 such that the masks do not cancel each other during the diffusion layer.
Because the diffusion layer is linear, we can simply calculate the diffusion layer
operation with the masks to derive the output masks of the diffusion layer. In
order to minimize the overhead for the calculation, the same M1, M2, M3 and
M4 are used in all rounds. It is important to use different masks to ensure that
also the intermediate values that occur in the diffusion layer stay masked. With
four different masks this can be achieved at a small overhead.

4.2 Pitfalls of Masking

As we have mentioned several times, it is mandatory to make sure that all
intermediate values stay masked during the computation of the algorithm. Hence,
special care must be taken when different intermediate values are XORed. In
addition, one must pay attention to the leakage model of the device that the
implementation runs on. We have identified in Sect. 3.1, that our target device
leaks the HD of the two consecutive values that are transferred over a bus. This
has immediate consequences for a masked implementation: we have to make sure
that at no time, two intermediate values that are concealed by the same mask
are transferred subsequently over the bus. Otherwise the device would still leak
the HD of the intermediate values:

HD(x ⊕ m, y ⊕ m) = HD(x ⊕ y)

In order to avoid this problem, one can either be very careful when writing
assembler code, use more masks, or transfer random values in between values
that are concealed with the same mask.

We have made sure that our masked implementation is not vulnerable to
1st-order DPA attacks.
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Fig. 7. S-box: 2nd-order DPA traces of all
256 roundkey bytes

Fig. 8. S-box: Correlation coefficient in a
2nd-order DPA as function of the number
of traces

5 2nd-Order DPA Attacks

In [OMHT06], practical 2nd-order DPA attacks for smartcard implementations
of block ciphers have been presented. In [HOM06], similar attacks were men-
tioned. Hence, we have tried to verify the applicability of those results to our
masked ARIA implementation.

2nd-order DPA attacks work as follows according to [OMHT06]. First, the
attacker identifies a so-called interesting interval by inspecting a power trace
of the masked implementation. The interesting interval has to contain the two
intermediate values x and y that the attacker wants to use in the 2nd-order
DPA attack. A pre-processing step is then applied to all points in that interval.
It consists of subtracting all points ti from each other, and taking the absolute
value of the result: |ti − tj |∀i, j. Then, a 1st-order DPA attacks can be applied
to the pre-processed trace. In this 1st-order DPA attack the attacker correlates
the HD of x and y with the the pre-processed trace.

5.1 2nd-Order DPA on S-Boxes

We have investigated the same scenarios as for 1st-order DPA attacks. However,
for the sake of shortness, we report on the results for the attacks on the S-boxes
only. The first step in a 2nd-order DPA attack is to determine the interesting
interval. In the attack on the S-boxes, the interesting interval is the interval that
contains two S-boxes that have the same output mask. This is an easy task in
case of a software implementation on a smartcard since the different steps of the
round function have power consumption patterns that are easy to distinguish
(see Fig. 2). In the second step we have performed the pre-processing: each
point in the interesting interval was subtracted from all the other points and the
absolute value was calculated. Each point leads to a so-called segment and the
concatenation of all the segments is then the pre-processed trace, see [OMHT06].
In the third step, a 1st-order DPA attack is performed on the pre-processed
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traces. The hypotheses that are correlated to the pre-processed traces are given
in (8).

HW (S(Pi ⊕ Ki)) ⊕ HW (S(Pj ⊕ Kj)) (8)

In (8), the variables Pi and Pj are plaintext bytes, Ki and Kj are the corre-
sponding roundkey bytes, and the function S() is one of the S-boxes. The result
of an attack with this hypothesis is given in Fig. 7. It shows one segment of
the pre-processed trace that allows to distinguish the correct key from the in-
correct keys. As before, the trace that corresponds to the correct key is plotted
in black color, and the traces that correspond to the incorrect keys are plotted
in grey color. Figure 8 shows how the correlation coefficient develops over an
increasing number of traces. According to this figure we need about 500 traces
to distinguish the correct key.

Our results confirm the statements of [OMHT06] and [HOM06]. This points
out clearly that a typical implementation of ARIA on a smartcard, whether it is
masked or not, leads to similar security problems (with respect to power analysis
attacks) than comparable implementations of AES. Consequently, masking alone
is not sufficient to secure implementations of ARIA. It is necessary to incorporate a
second countermeasure to gain a higher resistance against power analysis attacks.

6 Masking and Randomization

Another popular countermeasure that allows to increase the number of traces
for a power analysis attack is called randomization. This refers to the concept
of randomizing the sequence of operations (steps, microcontroller instructions,
etc.) within an implementation. In [HOM06], this concept has been efficiently
combined with masking for an AES software implementation.

We tried to follow this approach. Hence, we have investigated how a combi-
nation of masking and randomization could be applied efficiently to ARIA. The
main idea that we have used is that the steps of the round function of ARIA can
be written down at the byte level. The sequence in which the bytes of the ARK
and S-box operations are calculated can be arbitrary. This is a natural property
of ARIA that allows to randomize the sequence of the steps that have to be com-
puted during ARIA. The second observation is that also in the DL, the sequence
in which the yi are computed is arbitrary. Hence, each intermediate step can
be computed in 16 different ways. Similarly to [HOM06], additional (dummy)
rounds can be added to the beginning and the end of each ARIA computation
to introduce even more randomness. We have implemented the inner random-
ization (we have only allowed 4 out of the 16 choices) and attacked this masked
and randomized implementation with a second-order DPA attack. The reason
why we have only allowed 4 out of the 16 possibilities is that we still wanted
to be able to demonstrate a 2nd-order DPA on the implementation. Of course,
in a real implementation, one would do the full inner randomization instead.
Figure 9 shows the result of the 2nd-order DPA attack. The picture clearly shows
that the height of the DPA peak is drastically reduced. Consequently, the ran-
domization has the desired effect (as claimed in [HOM06]). Figure 10 shows how



170 H. Yoo et al.

Fig. 9. S-box: 2nd-order DPA traces of all
256 roundkey bytes

Fig. 10. S-box: Correlation coefficient in a
2nd-order DPA as function of the number
of traces

the DPA peak evolves over an increasing number of traces. It shows that
about 4 times more traces are needed to distinguish the correct key from the
incorrect key.

7 Conclusion

In this article we have investigated different types of implementations of the
block cipher ARIA on an 8-bit smartcard. We have confirmed previous work
that has indicated that a typical (unprotected) ARIA implementation is vul-
nerable to power analysis attacks. Then, we have invented a masking scheme
for ARIA that is suitable for devices with very little memory. Our masking
scheme uses a memory-efficient way to compute the masked ARIA S-boxes.
We have implemented the masking scheme and verified that it indeed pro-
tects against 1st-order DPA attacks. Next, we have shown that typical 2nd-
order DPA attacks can be used to break the masking scheme. Consequently, we
have implemented a randomized masking scheme. This means that in addition
to masking the intermediate values, we have also randomized the sequence of
operations during the execution of the masked ARIA. This strategy allows to
increase the number of traces that are needed to be secure against 2nd-order
DPA attacks. All our claims are supported by the practical experiments that
we made.

Comparing our work to related work that has been done on AES implemen-
tations, we conclude that ARIA implementations on an 8-bit platforms require
significantly more resources than comparable AES implementations. The fact
that ARIA requires four different S-boxes in every round makes it almost un-
suitable for masked implementations on devices with little memory.

Our results and the conclusions thereof show that further research in the
direction of secure and efficient implementations of ARIA is needed.
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Abstract. One of the most promising applications of active RFID tags
is electronic seal, which is an electronic device to guarantee the au-
thenticity and integrity of freight containers and also provides physical
protection like a lock. There are already many commercial electronic
seal products and ongoing standardization activities such as ISO-18185
drafts. While electronic seals can provide freight containers with a high
level of tamper resistance, the security problem of electronic seal itself
should be solved, and a feasible solution would be to use symmetric key
cryptography based primitives such as block ciphers and message authen-
tication codes (MACs). This kind of approach has already been used in
many security-related standards and it requires the implementation of
pseudorandom functions (PRFs) for key derivation and authentication.

In this paper, we consider secure and efficient implementation of PRFs
on electronic seals and interrogators. We implement block cipher based
PRFs and hash based PRFs and compare them from the viewpoint of ef-
ficiency. Since practical PRFs can be directly implemented using MACs,
we consider implementation of various message authentication schemes;
HMAC-MD5, HMAC-SHA1, AES-CBC-MAC, AES-CMAC and AES-
XCBC-MAC. For interrogators, we design FPGA modules for these MAC
algorithms since an interrogator has to guarantee high throughput to
communicate with many electronic seals simultaneously. According to
our analysis, AES based MACs consume smaller areas and their through-
puts are significantly higher than hash based ones. For electronic seals,
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we implement MAC algorithms as a form of software module (C and
assembly codes) over a small-scale microcontroller. Our experimental
results show that AES based modules show much better performance,
which coincide with the results in hardware implementation. Finally, we
improve the above implementations further, where we concentrate on the
optimization of AES based MACs. We use several well-known techniques
such as use of block RAMs in FPGA, and loop unrolling and register re-
allocation in assembly code.

Keywords: RFID, electronic seal, pseudorandom function, message au-
thentication code, AES.

1 Introduction

1.1 Radio Frequency Identification

A radio frequency identification (RFID) system is a kind of automatic identifi-
cation system where identification data are stored in an electronic data-carrying
device which is called an RFID tag (or transponder) [1]. The information stored
in an RFID tag can be retrieved by an interrogator (or reader) using radio waves,
i.e., data exchange between an RFID tag and an interrogator is achieved using
electromagnetic field without any contact. RFID tags can be classified into two
categories according to their power supply. Active tags have their own power
supply such as a battery, while passive tags receive their energy from the elec-
tromagnetic field of the interrogator. In this paper, we concentrate on active
tags.

Due to the numerous advantages compared to other identification systems,
RFID systems are now being used in many applications such as supply chain
management, access control, transport systems, animal identification, car immo-
bilization, and so on. However, since RFID tags and related systems may contain
a lot of secret information that should be protected, security and privacy issues
must be properly addressed for RFID systems. Therefore, there has been an ex-
tensive research on RFID security; blocker tags [2], hash lock schemes [3], hash
chain [4], pseudonyms [5], re-encryption [6], block cipher based authentication [7],
and so on.

1.2 Electronic Seal

One of the most promising applications of active RFID tags is electronic seals.
An electronic seal [8] is an electronic device to guarantee the authenticity and
integrity of freight containers. It is an improved version of manual cargo seal [9]
which provides physical protection like a lock and indicates whether or not the
sealed entrance has been compromised. An electronic seal can also contain iden-
tification data for containers and shipment information, thus it can be seen as
a kind of active RFID tag. There are already many commercial electronic seal
products and ongoing standardization activities such as ISO 18185 drafts by
ISO [8,10,11,12,13].
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While the introduction of electronic seals can provide freight containers with a
high level of tamper resistance such as immediate alert, error condition reporting
and event logging, there is another problem that should be solved, i.e., the se-
curity of electronic seal itself. Note that there are many possible attacks against
the authenticity and integrity of electronic seal. For example, a recent vulnera-
bility assessment identified spoofing and cloning as potential risks to electronic
seals [12].

Hence the scope of the electronic seal standard-setting work was expanded
to meet that objective, and device authentication and protection of confidential
information inside an electronic seal are being considered as means to mitigate
those identified risks [12]. While specific standard mechanisms for authentication
and data protection in electronic seals are not yet determined, a feasible solu-
tion would be to use symmetric key cryptography based primitives such as block
ciphers and message authentication codes (MACs). This kind of approach has
already been used in many security-related standards [14,15,16,17,18], and it re-
quires the implementation of pseudorandom functions (PRFs) for key derivation
and authentication, which is a motivation for our work.

1.3 Pseudorandom Function and Message Authentication Code

There are many practical implementations of PRF in various international stan-
dards and many of them use hash functions or block ciphers for the building
blocks of PRF as follows:

– IKE (Internet Key Exchange) [14,15], which is a component of IPsec used for
mutual authentication and security association management, defines MACs
and PRFs based on hash functions and AES, such as HMAC-MD5, HMAC-
SHA1 and AES-XCBC-MAC [19,20].

– TLS (Transport Layer Security) protocol [16] for communication security
over the Internet defines a PRF using HMAC-MD5 and HMAC-SHA1.

– IEEE 802.11i [17] for Wireless LAN security defines a PRF as a concatena-
tion of HMAC-SHA1 outputs.

– IEEE 802.16e [18] standard defines a key derivation function as iterations of
CMAC or SHA-1.

In this paper, we consider secure and efficient implementation of PRFs on RFID
systems including electronic seals. Since the cryptographic strength of the above
PRFs is based on the properties of the underlying primitives, i.e., block ciphers
and hash functions, and several weaknesses were already found in MD5 and
SHA-1 recently [21,22], the use of AES based PRFs would be preferable from
the viewpoint of security.

1.4 Contribution

In this paper, we implement block cipher based PRFs and hash based PRFs
on electronic seals and interrogators, and compare them from the viewpoint of
efficiency. An electronic seal is equipped with a small-scale microcontroller and



176 M.-K. Lee et al.

some memory so that it can deal with identification data, shipment information
and tamper event logs. Hence we can implement security functions including
PRFs as a form of software codes without any additional hardware component.
On the other hand, since an interrogator has to deal with many packets from
and to numerous tags around it, its security functionality should be much more
efficient than that of a tag. Hence we design cryptographic hardware modules
for an interrogator to support this requirement. To be precise, our contributions
are as follows:

• We implement FPGA modules for HMAC-MD5, HMAC-SHA1 [23], and
three standard MACs using AES, i.e., AES-CBC-MAC [24], AES-CMAC [25]
and AES-XCBC-MAC [26,27]. According to our simulation results, AES
based MACs (and also PRFs) consume smaller areas and their throughputs
are significantly higher than those of hash based ones.

• We also implement software modules (C and assembly codes) of the above
algorithms on an 8-bit microcontroller embedded in an electronic seal. Ac-
cording to our experimental results, AES based modules show much better
performance than hash based modules, which coincides with the results of
hardware implementation.

• We improve the above implementations further. We concentrate on the opti-
mization of AES based PRFs since we see from the above various experiments
that these PRFs outperforms hash based ones both in software and hard-
ware. 1 We use several well-known techniques such as use of block RAMs in
FPGA, and loop unrolling and register reallocation in assembly code.

2 Preliminaries

2.1 Hash Based MAC (HMAC)

HMAC [23] is a mechanism for message authentication using cryptographic hash
functions. HMAC can be used with any iterative cryptographic hash function,
e.g., MD5 and SHA-1, in combination with a secret shared key, and these dif-
ferent realizations of HMAC will be denoted by HMAC-MD5, HMAC-SHA1,
etc.

The definition of HMAC [23] requires a hash function H and a secret key
K. We assume H to be a cryptographic hash function where data is hashed
by iterating a basic compression function on blocks of data. We denote by B
the byte-length of such blocks, and by L the byte-length of hash outputs, i.e.,
B = 64, L = 16 for MD5, and B = 64, L = 20 for SHA-1. The authentication
key K can be of any length between L and B. (Keys longer than B are first
hashed using H .) Then HMAC is computed over the data M as

HMACK(M) = H((K+ ⊕ opad)‖H((K+ ⊕ ipad)‖M)),

1 Note that there are another practical reason that AES should be preferred to MD5
or SHA-1; AES can also be used for other purposes such as data encryption.
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where K+ is a B byte string created by padding an adequate number of zeros
to the end of K, ipad is the byte 0x36 repeated B times, opad is the byte 0x5C
repeated B times, ⊕ is bitwise XOR, and ‖ is concatenation.

2.2 Block Cipher Based MAC

There are various methods to construct a MAC using a block cipher. One of the
most popular ways is CBC-MAC [24], which is to use a block cipher in CBC
mode with a fixed (public) initial vector. Typically, we use a bitstring consisting
of all zeros as an initial vector. Fig.1 shows the overall structure of CBC-MAC
using AES, where M = M1‖M2‖ · · · ‖Mn and each message block Mi is 128 bits
long. If the last block does not satisfy this condition, a bit stream ‘10. . .0’ is
padded.

The next two methods considered in this paper are CMAC [25] and XCBC-
MAC [26,27], which are shown in Figs.2 and 3. While these two algorithms are
very similar to CBC-MAC, there are subtle differences. In CMAC, the last input
block Mn or Mn‖10 . . .0 are XORed not only with the result of the previous
encryption, but also with K1 or K2, where K1 and K2 are subkeys scheduled
from K; if the last block is Mn itself, then K1 is used (Fig.2 (a)), otherwise K2
is used (Fig.2 (b)). On the other hand, in XCBC-MAC, another subkey K3 is
generated from K and K1, K2, K3 are used in places of K, K1, K2, respectively
(Fig.3).
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2.3 Efficient Implementation of AES

In this paper, we use the Advanced Encryption Standard [28] as the underlying
block cipher of CBC-MAC, CMAC and XCBC-MAC. Therefore, it is necessary to
find an efficient way to implement AES. AES is a substitution-permutation net-
work composed of iterative rounds, where each round except the last one contains
four different transforms; SubBytes, ShiftRows, MixColumns and AddRoundKey.
(No MixColumns transform is performed in the last round.) While there are three
allowable key lengths, namely 128 bits, 192 bits and 256 bits, we only consider
the first one and call it AES-128.

There is an extensive literature on the efficient implementation of AES
[7,29,30,31,32,33], where most of the optimization is done on SubBytes trans-
form, since this is the most complex transform that involves a finite field inversion
operation on GF (28). A typical approach to implement this transform is to use
a pre-computed table, which is called an S-Box. An S-Box maps an 8-bit input
to an 8-bit output, and thus requires 256 elements in total. Note that if we use
AES-128, input and output of every transform are 128 bits long. Therefore a
SubBytes transform requires sixteen table look-ups. For the case of hardware
implementation, we can perform multiple SubBytes transforms in parallel, and
a general rule is that the more S-Boxes are used in parallel, the less clock cycles
are needed for encryption [7]. Also, there is a novel technique to minimize the
gate count, where an isomorphic composite field GF ((24)2) is used instead of
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the original field GF (28) [29]. For the case of software implementation, most of
the opportunity for improvement lies in manual assembly optimization such as
register reallocation.

3 MAC Modules for Interrogators

In this section, we describe our various FPGA modules for PRF used in inter-
rogators, and compare the performance of these modules. The following shows
various modules that we have implemented.

– Five versions of AES-128. First, we implemented three AES-128 modules;
AES with sixteen parallel S-Boxes, AES with four parallel S-Boxes, and AES
with a single S-Box. Next, we also implemented an AES-128 module with
a composite field GF ((24)2) and sixteen S-Boxes. Note that in this case,
an S-Box can be designed using 16 four-bit elements instead of 256 eight-
bit elements, reducing the gate counts significantly. Hence we can maximize
parallelism with only small overheads. Finally, we implemented the fifth
version using block RAMs embedded in an FPGA.

– CBC-MAC, CMAC and XCBC-MAC using AES. We implemented three
kinds of MACs using each of the above five AES versions. Fig.4 shows the
AES-CBC-MAC module, where either M1 or Mi ⊕ Ci−1 (i > 1) is selected
by the multiplexer according to the control variable Message Type and it is
fed into the AES Encrypter, where Ci is the ciphertext of the i-th encryp-
tion. Note that padding is done outside the module if required, and Mn is
always fed as a 128-bit format. Fig.5 shows the AES-CMAC module which
is basically similar to the AES-CBC-MAC module. The difference is that
the multiplexer should select a value from four possibilities; M1, Mi ⊕ Ci−1,
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M1 ⊕Kj and Mi ⊕Ci−1 ⊕Kj, where j = 1 or 2. The selection of K1 and K2
is done by variable subkey. Fig.6, which is a diagram for the AES-XCBC-
MAC module, is slightly simpler than that of AES-CMAC. This is because
the key scheduling procedure of XCBC-MAC is just one encryption, and the
subkey generator module can be merged with the encrypter module.

– HMAC-MD5 and HMAC-SHA1. Fig.7 is a block diagram for the HMAC-
SHA1 module. First, K+ ⊕ ipad is provided to the SHA1 Round module, and
then message blocks Mi are provided to the SHA1 Round module, updating
continuously the internal 160-bit state. If all Mi’s are consumed, then the
intermediate hash value H((K+ ⊕ ipad)‖M)) has been computed and it is
stored in the Inner Result register. After K+⊕opad is provided to the SHA1
Round module, the intermediate hash value in the register is used to generate
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Table 1. Performance of the five AES-128 FPGA modules

Space fmax # of Throughput Throughput
(CLB Slices) (MHz) clocks (Mbps) /Area

16 S-Boxes 2651 93.26 10 1194 0.45

4 S-Boxes 1609 116.6 50 298.5 0.19

Single S-Box 1272 85.81 170 64.61 0.05

Composite Field 1755 92.33 10 1182 0.67

Block RAM∗ 1003 161.0 20 1030 1.03
∗ We used 20 Block RAMs.

the final MAC value in the MAC register. Note that the HMAC-MD5 module
is almost the same. The only differences are that SHA1 Round is replaced by
MD5 Round and the widths of some datapaths are changed from 160 to 128.

The above modules were implemented on FPGA Xilinx Virtex-II PRO
XC2VP30 FF896-6 using Xilinx ISE 7.1i compiler. Now we compare the per-
formance of these modules. First, Table 1 is a comparison of the performance
of AES-128 FPGA modules which contain on-the-fly key scheduling functions.
In the first three rows, we can see that the more S-Boxes are used in parallel,
the higher throughput we obtain, which is a well-known result. A notable fact,
however, is that the ratio of Throughput to Area is the best in the version with
16 S-Boxes. The last two rows tell us that the use of Block RAM significantly
reduces the space complexity while preserving the throughput, and that the use
of a composite field is the best choice if we cannot use Block RAMs.

In Table 2, we compare the performance of various MAC modules. Note that
since we will use the MAC algorithms for the purposes of key derivation and
authentication on electronic seal systems, the input message M is very short
in most of the cases. Hence we set the length of M to 256 bits, i.e., 32 bytes,
which is a sufficient value for communication protocols between an electronic
seal and an interrogator [8]. We omit the implementation results using AES
with four parallel S-Boxes, since it does not outperform the others neither in
space complexity nor in throughput.

According to Table 2, block cipher based MACs show much better perfor-
mance than hash based ones. This is because each round of SHA-1 and MD5
requires much more clocks than AES-128 encryption and moreover, HMAC re-
quires a double application of the underlying hash function. If we are dealing
with a long message M , then the overheads of double hashing can be canceled,
since much of the work will be devoted to manage M . This is not the case,
however. Another fact that we can observe from the table is that CBC-MAC
shows better performance than CMAC and XCBC-MAC.2 Note that the num-
ber of AES encryptions performed in AES-CBC-MAC is only two, since M is

2 An important factor that we have to take into account is security. For example, [34]
poses a possible existential forgery attack of CBC-MAC. Note that XCBC-MAC
and CMAC are schemes developed to solve this problem. But the discussion on the
security of these schemes is out of the scope of this paper.
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Table 2. Performance of various MAC modules using FPGA

Space Throughput Throughput

(CLB Slices) (Mbps) /Area

HMAC-MD5 3161 39.47 0.012

HMAC-SHA1 2648 60.80 0.023

AES-
CBC-
MAC

16 S-Boxes 2913 985.0 0.338

Single S-Box 1234 65.20 0.053

Composite Field 1900 854.6 0.450

Block RAM∗ 1003 981.2 0.978

AES-
CMAC

16 S-Boxes 3347 618.0 0.185

Single S-Box 1649 43.10 0.026

Composite Field 2458 637.1 0.259

Block RAM∗ 1508 583.7 0.387

AES-
XCBC-
MAC

16 S-Boxes 3459 478.0 0.138

Single S-Box 1787 32.78 0.018

Composite Field 2530 476.5 0.188

Block RAM∗ 1826 418.8 0.229
∗ We used 20 Block RAMs.

composed of two 128-bit blocks. But AES-CMAC requires one more encryp-
tion to generate a subkey K1 or K2, and for AES-XCBC-MAC, the number of
subkeys that should be generated becomes two.

4 MAC Modules for Electronic Seals

In this section, we present various software modules for PRF used in an electronic
seal, i.e., an active RFID tag with a low-end microcontroller. Our target device is
Atmel’s ATmega128 microcontroller which is a RISC processor with 32 general
purpose 8-bit registers. It has a program memory of 128KB and a data memory
of 4KB, and it operates in various clock speeds, while we used a speed of 8MHz.
We used WinAVR (release: 20060421) as a cross compiler.

We begin by describing our C module for AES-128. First, as in typical soft-
ware implementations, we concentrated on maximizing the throughput. By loop
unrolling of ten rounds of AES, we could obtain some improvement in through-
put at the expense of program memory. Also we constructed a pre-computation
table for the xtime operation, i.e., a multiplication by x over GF (28), as well
as a pre-computed S-Box. As a consequence, we could obtain data given in the
first row of Table 3.

According to our analysis on this initial implementation, the compiled code
had many load/store instructions which require 2 cycles each, since it stores
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Table 3. Performance of software modules for AES-128

Memory (Bytes) Time (μsec)

Program Data Key Expansion Encryption

C language 8,334 554 268.0 604.0

assembly
language

Method 1 4,270 512 105.0 277.1

Method 2 1,688 512 105.0 302.7

Method 3 1,660 512 105.0 293.7

Method 4 1,528 256 103.7 339.2

the 128-bit State into the data memory. Also, loading pre-computed values for
the S-Box and xtime operations consumes many machine cycles to compute the
addresses of these values. To solve these problems, we wrote assembly programs
where each State is stored in registers, not in the memory, and the addresses
of pre-computed tables are fixed so that it may not be computed repeatedly.
Additionally, we tried the following various modifications:

1. Direct conversion of the C code into a hand-written assembly code
2. Removal of loop unrolling to reduce the required program memory
3. Mix of SubBytes and ShiftRows into a single transform
4. Removal of the pre-computed table for xtime to reduce the required data

memory

The lower part of Table 3 shows the results of these various experiments. We can
see that each of the four methods using hand-written assembly codes requires
a smaller amount of memory and much less time than a module compiled from
a C program. We can observe a time-memory tradeoff between Method 1 and
Method 2 in the table, and Method 3 slightly improves both the memory size
and the execution time compared to Method 2. Removal of pre-computation
tables (Method 4) reduces the amount of data memory, while the execution time
increases.

Next, we apply the software modules of AES-128 to implement various MAC
algorithms. Table 4 compares the performance of MAC modules implemented
using the C language, and shows similar results to the case of hardware imple-
mentation; AES based algorithms are much faster than hash based algorithms
using a comparable amount of memory.3 Table 5 shows the performance of MAC
modules using hand-written assembly modules for AES-128, which coincides with
the results of Tables 3 and 4. Finally, Fig.8 summarizes the results of Table 4 and
Table 5, where Method 1 is selected out of the four possibilities of the assembly
optimization. We can observe that AES-CBC-MAC shows the best throughput
and uses the smallest amount of memory (when implemented in the assembly
language).
3 MD5 and SHA-1 algorithms have been designed to fit into a 32-bit architecture,

while AES was designed to perform well also on an 8-bit architecture.
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Table 4. Performance of various MAC modules written in C

Memory (Bytes) Throughput∗

(Kbps)Program Data

HMAC-MD5 10,498 982 18.35

HMAC-SHA1 5,950 1,003 13.33

AES-CBC-MAC 8,762 554 154.22

AES-CMAC 9,018 570 111.30

AES-XCBC-MAC 8,938 602 83.39
∗ Key scheduling time is included.
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Table 5. Performance of AES based MAC modules written in assembly

Memory (Bytes) Throughput
(Kbps)Program Data

AES-CBC-MAC

Method 1 4,636 688 371.01

Method 2 2,044 688 345.95

Method 3 2,016 688 355.56

Method 4 1,888 432 316.05

AES-CMAC

Method 1 4,806 706 266.67

Method 2 2,214 706 248.54

Method 3 2,186 706 253.47

Method 4 2,054 450 224.56

AES-XCBC-MAC

Method 1 4,776 706 195.42

Method 2 2,182 706 181.56

Method 3 2,154 706 186.86

Method 4 2,022 450 164.10
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Abstract. Due to the rapid advancement of cryptographic techniques, the smart 
card has recently become a popular device capable of storing and computing 
essential information with such properties as tamper-resistance and guessing-
lock. However, most electronic transactions are in fact performed in the multi-
server environment, which unfortunately means conventional authentication 
schemes cannot satisfy both of the basic requirements: security and efficiency. 
To make a difference, Juang proposed scheme in February 2004. Nevertheless, 
there still exist two drawbacks in Juang’s scheme: (1) they need this registration 
center to distribute the shared key when the user logins the server for services; 
(2) the authentication scheme lacks round efficiency. In this paper, we proposed 
an efficient and secure multi-server authenticated key agreement scheme, where 
the user only needs to register once and can be authenticated without any 
registration center. Furthermore, the proposed scheme can be employed for the 
use of mobile networks because of its low computation load and round 
efficiency.  

Keywords: Key agreement, multi-server, password, remote authentication, 
smart card. 

1   Introduction 

Nowadays, thanks to the rapid development of the computer technology, many 
commercial transactions can be conveniently performed over the Internet or even in 
the mobile network environment. Since the transmission channel is public and open to 
attacks of all sorts, the security can be a very big problem [1, 2, 4, 6, 7, 8, 11]. 
Moreover, the facilities provided by the server are not free for all, so the user must be 
successfully authenticated by the server before accessing the server’s services. To 
provide an authentication mechanism, a password authentication method is the most 
common way to follow. On the other hand, to make the content of the transmission 
concealed, the user and the server must negotiate a session key after the user is 
authenticated successfully. 

Lamport [8] proposed a remote user authentication scheme to authenticate a remote 
user over an insecure channel. Afterwards, many researches [1, 2, 3, 4, 6, 13] have 
been proposed to improve it. 
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Speaking of passwords, it has always been a natural thing for common people to 
choose easy-to-remember words or word strings of special meanings to them as their 
passwords, which can sometimes be a major security leak. On the other hand, the 
recently rising and maturing cryptographic chip technique, the smart card, is coming 
in just in time to fill up this leak. The smart card can store and compute essential 
information, and it is a tamper-resistant device with the guessing-lock property. As a 
result, nowadays most e-commercial transactions use both the smart card and the 
password to ensure successful authentication practice and security maintenance. 

In the multi-server environment, each user still needs to login the server for a 
transaction. If a conventional authentication scheme is applied [1, 2, 4, 6, 8, 13], the 
user must register at various servers and memorize the corresponding identifications 
and passwords, which means a lot of trouble and inconvenience. To save users of all 
this trouble, several remote user authentication schemes for the multi-server 
environment have been developed and proposed [5, 9, 10]. Juang [5] mentioned that 
the following criteria are crucial to the evaluation of remote authentication and 
session key agreement schemes for the multi-server environment where smart cards 
are used: 

C1: No verification table: No verification or password table is stored at the server’s 
end. 

C2: Freely chosen password: Users can choose and change their own passwords at 
will. 

C3: Low computation and communication cost: Due to the power constraints and 
the small flash memory of the smart card, there should not be too high 
computation capability and bandwidth demands. 

C4: Mutual authentication: The server and the user can authenticate each other. 
C5: Session key agreement: The server and the user must negotiate a session key for 

protecting the subsequent communication. 
C6: Single registration: The user only needs to register at the registration center once 

and can access all the permitted services provided by the eligible servers. 

Generally, a session key agreement scheme must do well on the following security 
criteria: 

S1: Session key security: At the end of the key agreement, nobody knows the session 
key but the user and the server. 

S2: Known-key security: Even if a session key is compromised, the other used 
session keys still cannot be determined. 

Looking deep into Juang’s scheme [5], we find that the registration center is involved 
to authenticate the user and to distribute the shared key in the login phase. This kind 
of design makes Juang’s scheme impractical and inefficient, and it is also a big burden 
on the registration center. To make a difference, in this paper, we shall propose a 
scheme that can solve this problem. Furthermore, our protocol can ensure the 
computation efficacy and round efficiency such that it can be applied to mobile 
network communication. 

The rest of this paper is organized as follows. In Section 2, we shall review some 
related remote user authentication schemes so as to offer more background 
information. Then, later in Section 3, we shall present our scheme, that is, the  
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multi-server authenticated key agreement scheme, followed by the security and 
efficiency analyses shown in Section 4. Finally, a concluding remark will be given in 
Section 5.  

2   The Related Works 

In this section, we will review some related remote authentication and key agreement 
schemes. In a typical remote authentication scheme, a user usually uses the user 
identity and the password to login the server, and the server must store a verification 
table for later verification. Such a design places a heavy burden on the server as the 
table is maintained there. To solve this problem, several authentication schemes 
without the verification table have been proposed [2, 4, 6, 13]. On the other hand, it is 
difficult for a user to memorize a random number, or a long string of random digits, 
assigned by the server. As a result, several schemes have been proposed to enable 
users to choose their passwords freely [2, 6]. In addition, the low computation 
capability and the power constraint of the smart card must be taken into account as 
well. Chien et al.’s user authentication scheme [2] with smart cards does pretty well 
on criteria C1~C4 [5]. However, it not only is vulnerable to the parallel session attack 
[3] but also provides no function of key agreement. Moreover, each user needs do 
multi-server registration repeatedly in the multi-server environment; as a result, the 
scheme is all the more impracticable because the user has to memorize identification 
after identification and password after password. To offer help, several remote user 
authentication schemes for the multi-server environment have also been proposed [5, 
9, 10], only to bring about new problems, though. In Li et al.’s scheme [9], for 
example, a lot of time is spent on training the neural network. Lin et al.’s scheme [10] 
is based on the public key cryptosystem, and a possible result is that the needed 
computation load may exceed the mobile device computation capability. Juang’s 
scheme [5], on the other hand, seems to satisfy all the requirements mentioned in 
Section 1. However, after thorough analyses, we have observed that there still exist 
some drawbacks. In Subsection 2.1 right below, there is a list of notations to be used 
throughout this paper. The details and the drawbacks of Juang’s scheme will be shown 
and discussed in Subsection 2.2. 

2.1   Notations 

All the notations to be used in this paper are shown in Table 1. 

2.2   Review of Juang’s Multi-server Authentication Scheme 

In this subsection, we review and discuss Juang’s scheme [5]. There are three 
participants involved: the user, the server, and the trust-worthy registration center. Let 
UIDi be the unique identification of Ui and SIDj be the unique identification of Sj. The 
shared secret key wj=h(x, SIDj) can be computed by RC and is sent to Sj via a secure 
channel after Sj registers at RC. 

Juang’s multi-server authentication scheme can be divided into three phases: the 
registration phase, login and session key agreement phase, and shared key inquiry 
phase.  



190 C.-C. Chang and C.-C. Wu 

 

Table 1. Notations and definitions 

Notation Definition 

Ui The user i 
Sj The server j 
RC The registration center 
x The secret key of RC whose length is at least 128 bits 
UID

i
 The identity of the user i 

PW
i
 The password of the user i 

h( ) A secure one-way hash function 
SIDj The identity of the server j 
μi, vi The secret information of the user i 
ki,j The shared key between Ui and Sj 
wj The shared secret key between Sj and RC 
Vi,j The shared parameter which can be computed by Ui and Sj 
Ni A nonce value 
Ti A current timestamp 

△T The expected valid time interval for transmission delay 
skk The session key for the kth session 
⊕ The exclusive-or operation for two bit-strings 
Ek(m) Symmetric-key encryption of “m” with key k 
Dk(c) Symmetric-key decryption of “c” with key k 
X Y: Z X sends a message Z to a receiver Y 

Registration Phase: When a new user wants to access the servers’ services, he/she 
must first submit his/her identity UIDi and password PWi to RC for registration. If RC 
accepts the application, RC then takes the following steps: 

Step 1. Compute Ui’s secret information vi=h(x,UIDi) and μi=vi⊕PWi. 
Step 2. Store UIDi and μi in the smart card and issue it to Ui. 
Step 3. Compute the shared secret key ki,j=h(vi,SIDj) between Ui and Sj and send the 

encrypted secret key
jwE (ki,j,UIDi) to Sj. Note that there are multiple servers. 

Upon receiving 
jwE (ki,j,UIDi), Sj stores it in his/her encrypted key table. 

Login and Session Key Agreement Phase: When Ui wants to login Sj, he/she can use 
the smart card issued by RC. He/She inserts the smart card into the card reader and 
inputs his/her identity UIDi and password PWi into the device. For the kth login 
iteration, the following steps are taken: 

Step 1. Ui  Sj : N1, UIDi ,
,i jkE (ruk, h(UIDi || N1)) 

Step 2. Sj  Ui : 
,i jkE (rsk, N1+1, N2) 

Step 3. Ui  Sj : 
kskE (N2+1) 
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In Step 1, Ui’s smart card computes vi =μi⊕PWi , ki,j =h(vi, SIDj), and sends his/her 

UIDi, a nonce N1 and 
,i jkE (ruk, h(UIDi||N1)) to Sj. Here ruk is the random parameter 

for generating the kth session key, and h(UIDi||N1) is the authentication tag. 

After receiving the message delivered back in Step 1, Sj gets
jwE (ki,j, UIDi) from 

his/her encrypted key table and derives the shared secret key ki,j by computing 

jwD (
jwE (ki,j, UIDi)). This way, he/she can decrypt 

,i jkD (
,i jkE (ruk, h(UIDi||N1))) 

and checks if the message contains the authentication tag h(UIDi || N1). If it does, Sj 

sends the encrypted message 
,i jkE (rsk,N1+1,N2) to Ui  and computes the kth session 

key skk=h(ruk, rsk, ki,j); otherwise, Sj rejects Ui’s request. 

In Step 2, Ui decrypts the message 
,i jkD (

,i jkE (rsk,N1+1,N2)) and checks to make 

sure if (N1+1) is contained in the decrypted result. If it is, Ui computes the kth session 

key skk=h(ruk, rsk, ki,j) and sends the encrypted message 
kskE (N2+1) back to Sj. 

In Step 3, when Sj receives the message, he/she can decrypt it and checks to see if 
N2+1 is in it for freshness checking. Then Ui and Sj can use the session key skk for 
later secure communications. 

After analyzing the above protocol, we find that it has two drawbacks. First, 
whenever a new user Un registers, RC must compute kn,j and then transmit 

jwE (kn,j,UIDi) to each Sj. This results in plenty of transmission overheads. In 

addition, each Sj must store each Ui’s UIDi and 
jwE (ki,j,UIDi) in his/her encrypted 

key table, and the storage consumption becomes a very serious problem. 
Besides the above protocol, Juang has also presented another version where Sj does 

not need the encrypted key table; however, the round efficiency is absent here. In this 
version, the following two steps are inserted between Step 1 and Step 2 of the login 
and session key agreement phase when Sj needs to obtain the shared key ki,j . 

Shared Key Inquiry Phase 

Step 1′: Sj RC: N3, UIDi, SIDj, 
jwE (h(UIDi || SIDj || N3)) 

Step 1″: RC  Sj : 
jwE ( ki,j , N3 +1) 

In accordance with Step 1′ and Step 1″, Sj must send messages to RC for verifying the 
legality of the user. Then he/she gets the shared key ki,j from RC. Obviously, the 
overhead of RC and the transmission load go twofold. Therefore, this version is 
neither practical nor efficient. Once a number of requests rush in within a short time, 
RC may probably go paralyzed. 

3   The Proposed Scheme  

In this section, we shall first list the superiorities of our scheme over Juang’s scheme 
in Subsection 3.1. Then the details of our new scheme will be presented in Subsection 
3.2. 
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3.1   Superiorities of Our Scheme 

1. No encrypted key table needed 
Sj does not need to keep any encrypted key table. 

2. Mutual authentication without RC’s support 
Our protocol ensures mutual authentication between Ui and Sj with neither RC’s 
support nor the encrypted key table.  

3. Efficiency 
The user or the server can join the group dynamically such that RC does not need 
to transmit any redundant message to each Sj. The transmission rounds and 
computation load are reduced in the login and key agreement phase. Therefore, 
our new scheme can be easily implemented for wireless communication. 

4. Practicability 
In our scheme, the authentication of the user is the responsibility of the requested 
server. It can be a distributed authentication scheme since RC only takes charge of 
the registration of the new user or the server. 

3.2   Our Proposed Scheme 

The proposed scheme consists of three phases: the initialization phase, registration 
phase, and login and session key agreement phase. The details are shown as follows: 

Initialization Phase  
Step 1. If the server wants to join this group, it must submit its identity SIDj to RC for 

registration. 
Step 2. RC computes and sends wj=h (x, SIDj) to Sj through a secure channel. 

Registration Phase 
Step 1. Ui sends (UIDi, PWi) to RC for registration. 
Step 2. RC computes μi=x⊕PWi . 
Step 3. RC stores UIDi, μi and h( ) in the smart card. Then RC issues this smart card to 

Ui. 

Login and Session Key Agreement Phase 
If the user Ui wants to login the server Sj, he/she has to first insert his/her smart card 
into the card reader and input his/her password PWi. Then Ui and Sj perform the 
following steps in Fig. 1:  

In Step 1, Ui inputs his/her password PWi and target server’s SIDj to the smart card, 
which is a tamper resistance device and only responses a computation result 
Vi,j=h(h(μi⊕PWi, SIDj) ||UIDi) to Ui . Afterward, Ui sends UIDi, T1 and h(Vi,j || T1) to Sj. 

Upon receiving the message from Ui at T, where T is the receiving timestamp of the 
system, Sj checks whether T-T1≤△T; if it does not hold, then the system will reject the 
login request; however, if the inequality stands true, Sj computes Vi,j′ = h(wj|| UIDi) 
and checks whether h(T1|| Vi,j)=h(T1|| Vi,j ′). If it holds, that means Ui is a legal user.  

In Step 2, Sj sends T2 and h(Vi,j′|| T2) to Ui . Ui checks whether T-T2≤△T. If the 
inequality holds, then Ui checks whether h(Vij′ ||T2)= h(Vij||T2). If the equation holds, it 
is ensured that Sj is a trusted server, and both Ui and Sj can compute the session key 
skk=h(T1||T2|| Vi,j)= h(T1||T2|| Vi,j′).  
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Computes sk =h(T1||T2|| Vij)k

Checks T-T2 T and 
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k

Computes sk =h(T1||T2||Vij )k
Decrypts and checks T2+1

2. T2, h(Vij ||T2)

 

Fig. 1. Login and Session Key Agreement Phase of the proposed scheme 

In Step 3, Ui sends the encrypted message 
kskE (T2+1) to Sj for authentication. If Sj 

decrypts 
kskD (

kskE (T2+1)) and makes sure that the value of T2+1 is the same as that 

one generated by him-/herself for this iteration, then Sj is convinced that Ui has truly 
gotten skk. From then on, they can use the session key skk for secure communication. 

4   Security and Efficiency Analyses 

The security analyses are shown in Subsection 4.1. Then we shall demonstrate that the 
proposed scheme can live up to the requirements listed in Subsection 3.1. 

4.1   Security Analyses 

1.  Replaying attack 
Both Sj and Ui must check timestamps T1 and T2; in the meanwhile, they are 
protected by the secure one way hash function h( ), since the attacker cannot 
change them arbitrarily. This way, we can rule out the possibility of replay 
attack. 

2.  Password guessing attack 
Since the secret μi=x⊕PWi is stored in the tamper-resistant device, which is a 
black box to compute Vi,j=h(h(μi⊕PWi, SIDj) ||UIDi) via a challenge response 
process, anyone can not get stored data or change computation functions. So, 
the authorized user knows the password PWi and therefore can compute Vi,j. 
On the other hand, only Sj can compute Vi,j′= h(wj|| UIDi). If both the user and 
server are legitimate, then Vi,j= Vi,j′ . Thus, Sj can check if h(T1|| Vi,j)=h(T1|| 
Vi,j′). It is impossible to derive RC’s secret x from μi , Vi,j or wj. Because μi is 



194 C.-C. Chang and C.-C. Wu 

 

under the protection of the smart card, the password guessing attack cannot 
work when the auto-lock function is on; moreover, x in Vi,j and wj is kept 
concealed from the attacker since it is protected by the secure one-way hash 
function h( ). 

3. Impersonating attacks 
No adversary can impersonate the eligible user in our scheme. If the adversary 
tries to impersonate the eligible user, he/she uses the fake message h(Vij||T1′) to 
login the server and will get stuck in the authentication process since he/she 
does not know Vi,j and therefore cannot compute h(Vij||T1′). 

On the other hand, if the attacker impersonates the trusted server, the user 
will detect that someone is trying to impersonate Sj in Step 2 of the login and 
key agreement phase. It is because the adversary cannot compute Vij′ without 
the true wj . As a result, he/she cannot respond with the correct messages T2′ 
and h(Vij′||T2′) to the user. 

This way, no one can impersonate the eligible user or the trusted server in 
our scheme even when the replay attack is tried. 

4.  Session key security 
The session key skk = h(T1, T2, Vi,j) is computed out of the timestamps from Ui 
and Sj. For security reasons, Ti and Vi,j can be great huge numbers so that it is 
hard to guess Vi,j. Even if the attacker has eavesdropped and collected the 
transmitted messages, he/she still cannot get Vi,j. It is because these messages 
are generated independently each iteration. 

5.  Known-key security 
In case that the session key skl is compromised, other session keys skk = 
h(T1,T2, Vi,j), for k≠l, are still concealed. It is impossible for the attacker to 
compute skk without knowing Vi,j. 

6.  Mutual authentication 
In our scheme, mutual authentication is ensured in the login and session key 
agreement phase. In Step 1 of the login and session key agreement phase, Sj 
computes Vi,j′ = h(wj||UIDi) and checks whether h(T1|| Vi,j)=h(T1|| Vi,j′). Since 
only the authorized user can compute Vi,j = h(h(μi⊕PWi, SIDj) ||UIDi) and 
generate T1 and h(Vij||T1), in Step 2 of the login and session key agreement 
phase, Ui authenticates Sj successfully if Sj can compute h(Vij′||T2) without fail. 
In Step 3 of the login and session key agreement phase, Sj authenticates Ui by 

decrypting 
kskD (

kskE (T2+1)) to check skk and T2+1. 

4.2   Efficiency Analyses 

Property 1: The scheme needs no encrypted key table 
Since the server and the user can compute Vi,j in the login and session key agreement 
phase without the aid of the encrypted key table, the challenge-response interactive 
authentication can be ensured.  
Property 2: The scheme provides mutual authentication without RC’s support 
As shown in our scheme, when the new server and the user join this system, RC does 
not need to transmit any message to each user and the server, respectively. Since Vi,j is 
computed by the smart card and Sj, RC is not involved. On the other hand, RC only 
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takes charge of the registration of new users or new servers. Hence, our proposed 
scheme owns this property. 
Property 3: The scheme provides both round and computation efficiencies 
We use Table 2 to show the efficiency comparisons among Lin et al.’s [10], Juang’s 
[5], and our schemes. Since Lin et al.’s scheme is based on the difficulty of solving 
the discrete logarithm problem with 1024-bit keys; the security is quite solid, for now. 
Moreover, it is assumed that both the output size of the secure one-way hashing 
function [12] and the block size of the secure symmetric cryptosystems are 128 bits. 
The notations in Table 2 are listed as follows: 

E1: password length 
E2: the amount of memory needed in the smart card for t servers 
E3: the size of the transmitted cryptographic parameters for user authentication 
E4: the computation load for registration of t servers 
E5: the computation load for authentication 
E6: the needed communication rounds for authentication  
Hash: the hashing operation 
Exp: the exponentiation operation 
Sym: the encryption or decryption in the symmetric cryptography 

Table 2. Efficiency comparisons between our scheme and the related schemes 

 Ours Juang[5] Lin et al.[10] 

E1 128 bits 128 bits 1024 bits 

E2 256 bits 256 bits (4t+1)*1024 bits 

E3 256 bits 256 bits 7*1024 bits 

E4 1 Hash 1 Hash 5*t Exp 

E5 1 Sym+9 Hash 5 Sym+4 Hash 9 Exp 

E6 3 5 4 

 

Property 4: The scheme is practical 
In Table 3, there are the comparisons between our scheme and the related schemes in 
terms of functionality. In our scheme, the shared key Vi,j can be computed only by Ui 
and Sj without RC’s support, which makes our scheme superior to Juang’s. Moreover, 
the numbers of different kinds of computation operations our new scheme requires are 
all smaller than those needed by Lin et al.s’ scheme and Juang’s scheme, so the 
computation load of our scheme is lighter than the others. In addition, our scheme is 
the only one of them all that can be used in the distributed authentication architecture. 
Lin et al.’s scheme does not provide mutual authentication or key agreement. In 

Juang’s scheme, RC needs to transmit the message 
jwE (vi,j,UIDi) to each server in 

the registration phase when a new user joins this group, or extra transmission rounds 
are needed with the aid of RC to authenticate the user. It is obvious that our proposed 
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scheme is superior to both Lin et al.’s scheme and Juang’s scheme in terms of both 
round efficiency and computation efficiency. 
The notations in Table 3 are listed as follows: 

C1: no verification table 
C2: freely chosen password 
C3: computation cost 
C4: mutual authentication 
C5: session key agreement 
C6: single registration 
C7: no time synchronization problem 
C8: distributed authentication without RC’s support 

Table 3. The functionality comparisons between our scheme and the others 

 Ours Juang[5] Lin et al.[10] 

C1 Yes Yes Yes 

C2 Yes Yes Yes 

C3 Very low Low Medium 

C4 Yes Yes No 

C5 Yes Yes No 

C6 Yes Yes Yes 

C7 Yes Yes No 

C8 Yes No No 

5   Conclusions 

In this paper, we have proposed an efficient and secure multi-server authenticated key 
agreement scheme using smart cards. The proposed scheme has the same advantages 
as Lin et al.’s scheme and Juang’s scheme do. Moreover, it provides better 
functionality and efficiency. According to the analyses in the above section, our 
scheme can be practically used in mobile commerce applications for user 
authentication and key agreement in the multi-server environment. 
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Abstract. A mobile ad hoc network (MANET) is a collection of wireless
mobile nodes forming a temporary network without any established in-
frastructure. MANETs are generally more vulnerable to security threats
than fixed wired network due to its inherent characteristics such as ab-
sence of infrastructure, dynamically changing topologies. The selection
of IDS operating node is one of critical issues because of energy limited
feature of a MANET. In this paper, we propose a cost-effective IDS op-
erating node selection scheme by solving cost minimization problem in a
MANET. The results illustrate that our proposed algorithm can reduce
the total cost while maintaining appropriate security level in a MANET.

1 Introduction

A mobile ad hoc networks (MANETs) are comprised of a dynamic set of coop-
erating peers, which share their wireless capabilities with other similar devices
to enable communication with devices not in direct radio-range of each other,
effectively relaying messages on behalf of others[1]. This communication system
has many advantages that give a flexibility to compose networks, a movement
randomly in direct radio-range and a convenience to change layout comparing
with infrastructure-based wired networks. Moreover, a MANET can be imple-
mented at anytime, anywhere, without wireless Access Point (AP), while every
node should fulfill their task as a router.

However, ad hoc wireless networks have the traditional problems of wireless
communications and wireless networking[2]. One of the most critical problems is
that ad hoc networks are exposed to vulnerability of security aspect like insertion,
evasion and denial of service. Wireless networks are more vulnerable than wired
networks due to its wireless properties. In other words, an intruder can come
from anywhere and messages can be eavesdropped easily since ad hoc networks
communicate over the radio waves instead of physical network components. In
addition, securing ad hoc networks is difficult for many reasons like vulnerabil-
ity of nodes, vulnerability of channels, absence of infrastructure, dynamically
changing topology.
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For securing networks, many Intrusion detection systems (IDSs) have been
proposed. IDSs detect some set of intrusions and execute some predetermined
action when an intrusion is detected[3]. However, most existing intrusion detec-
tion techniques developed on the WLANs and wired networks are not suitable
for ad hoc network due to the lack of infrastructure and key concentration mon-
itoring points.

In this paper, we suggest an effective Intrusion Detection System (IDS)
methodology in a MANET. In detail, the proposed study consists of two parts.
First, we try to measure security vulnerability of each mobile node based on
probabilistic approach. We develop abnormal probability to quantify the degree
of security vulnerability on a mobile node. Then, we develop a node selection
method that determines which node will operate IDS. In a MANET, operating
IDS over all mobile nodes can be inefficient because it may reduce network life-
time due to the resource limitation of each mobile node. Hence, selection of IDS
operating nodes is an important issue for development of an IDS system in ad
hoc network. In this paper, we consider IDS costs over ad hoc network, which
include the costs caused by the damages of attack, the responses after attack
detection, and the resource consumption of operating IDS. Based on IDS costs,
we formulate cost minimization problem and solve it to determine IDS operating
nodes. The solution of the optimization problem provides a cost-effective node
selection method for the operation of IDS in ad hoc network.

This paper organized as follows. Section II presents basic security vulnerabili-
ties of mobile ad hoc networks. In section III, the concept of abnormal probability
is explained. Cost factors and proposed algorithm are described in section IV.
Experimental setup and its results are performed in section V. Finally, section
VI provides the conclusion and the discussion for future investigation.

2 Security Vulnerabilities in MANETs

Mobile ad hoc networks consist of nodes that are able to communicate through
the use of wireless media and form dynamic topologies. The basic characteristic
of these networks is the complete lack of any kind of infrastructure, and therefore
the absence of dedicated nodes that provide network management operations[4].

The inherently vulnerable characteristics of mobile ad hoc networks make
them susceptible to attacks, and it may be too late before any counter action
can take effect. Intrusion prevention measures, such as encryption and authenti-
cation, can be used in ad hoc networks to reduce intrusions, but cannot eliminate
them[5]. Therefore, it is very important to deploy IDS in ad hoc networks, and
further research is necessary to adapt this technique to the wireless environment
from its original applications in fixed wired networks.

The wireless links between nodes are highly susceptible to link attacks, which
include passive eavesdropping, active interfering, leakage of secret information,
data tampering, impersonation, message replay, message distortion, and denial
of service (DoS). Eavesdropping might give an adversary access to secret in-
formation, violating confidentiality. Moreover, the battery-powered operation of
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ad hoc networks gives attackers ample opportunity to launch a DoS attack by
creating additional transmissions or expensive computations to be carried out
by a node in an attempt to exhaust its batteries[6].

In an ad hoc network, a mobile node or host may depend on other nodes to
route or forward a packet to its destination. The security of these nodes could
be compromised by an external attacker or due to the selfish nature of other
nodes. This would be create a severe threat for DoS, and routing attacks where
malicious nodes combine and deny the services to legitimate nodes[7]. Because of
open space to performing communication, the intruder can eavesdrop or infect
messages easily and anyone can be an adversary by joining networks with no
difficulty.

Although there are several taxonomies to classify malicious attacks in
MANET, I. Chlamtac et al.[8] categorized attacks into four types - Passive at-
tacks, Impersonation, DoS, Disclosure attack. Among these attack types, we can
derive that DoS attack is highly related with energy consumption in MANET.
In general, the more limited certain resources are (in particular in sensor net-
works), the more vulnerable the network is towards DoS attacks or a combination
of the same and stealth attacks. some resources (bandwidth, computation, stor-
age or power) typically will be scarce for mobile nodes in most ad hoc networks,
and therefore, that DoS attacks incurring a large amount of these resources are
important to defend against[9]. This type of attacks is critical when the resources
are limited and scarce. The most well known attack in this category is ‘Syn flood’.
‘TCP flood’, ‘ICMP echo request/reply (e.g., ping floods)’, and ‘UDP flood’ also
belong to this attack type[10].

3 Abnormal Probability

Because node has vulnerability in MANET, we have to know that how vulnerable
a node is from malicious attack. In this paper, we define abnormal probability
to estimate current vulnerability of a node.

For estimating abnormal probability, many previous works have been pro-
posed. Jun Li[11] suggested five different Intrusion detection methods-χ2 type
Test (CST), Kolmogrov-Smirnov (KS) test, Kupier’s KS type Statistic (KKS),
Combined Area-KS Test (AKS), fractional Deviation from the Mean (FDM).
Using datasets which is generated nine DoS attack scenarios in the networks,
each method are examined and evaluated. B. Sun et al.[12] suggested a unified
metric which is less dependent on mobility models and could be used to adjust
MANET IDS performance. Motivated mobility in MANET, they measured the
link change rate of different mobility models and use it as a unified metric.

Assume that for a given node, at time t1, its neighbor set is N1, and at time
t2, its neighbor set is N2. B. Sun et al.[12] defined link change rate as:

|N2 − N1| + |N1 − N2|
|t2 − t1| (1)

|N2−N1| means the number of new neighbors during the interval (t2− t1), and
|N2 − N1| means the number of neighbors that moved away during the interval
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(t2 − t1). They together represent the number of neighbor changes in (t2 − t1).
Link change rate can be locally collected by each node.

For determining the abnormal probability, we must consider the effect of flow
change as well. Because DoS attack generates large amount of traffic in the
network, flow change must be considered for defining abnormal probability. We
denote flowi(t), which means the traffic at time t from connected node i. Then,
we define the effect of flow change as follows.

flowi(t2)
flowi(t1) + flowi(t2)

(2)

If flow grows dramatically the effect of flow change is almost 1. And if flow
doesn’t change at all, the effect of flow change is half.

As a consequence, the abnormal probability is defined as:

α

(
|N2 − N1| + |N1 − N2|

|t2 − t1|

) (
flowi(t2)

flowi(t1) + flowi(t2)

)

(3)

α is an adjustable variable for normalization of link change rate, which can be
derived from experiment.

4 Proposed Scheme

Each node must decide whether it employs IDS operation or not in order to
manage a MANET in a cost-effective way. In this paper, we formulate cost
minimization problem and solve it by using the proposed abnormal probability.
First, we define cost factors of IDS, and then we formulate cost minimization
problem as integer programming (IP) by using these cost factors.

4.1 Cost Factors

When measuring cost factors, we only consider individual attacks detectable by
IDSs. For example, a coordinated attack, that involves port-scanning a network,
gaining user-level access to the network illegally, and finally acquiring root ac-
cess, would normally be detected and responded to by an IDS as three separate
attacks because most IDSs are designed to respond quickly to events occurring
in real-time. Therefore, it is reasonable to measure the attacks individually[10].

Damage Cost. Damage cost (D-Cost) characterizes the amount of damage
to a target resource by an attack when intrusion detection is unavailable or
ineffective[10]. This cost is important but difficult to define since it is likely a
function of the risks that need to be analyzed. There are several factors that
determine the damage cost of an attack. Northcutt uses criticality and lethality
to quantify the damage that may be incurred by some intrusive behavior[13].
Criticality measures the importance, or value, of the target of an attack. Lethality
measures the degree of damage that could potentially be caused by some attack.
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Table 1. An attack taxanomy

DoS

DoS of target Crashing
Using a simple malicious event

DCost=30, RCost=10(or a few packets) to crash a sys-
tem, e.g., the teardrop attack.

is accomplished Consumption
Using a large number of events to

DCost=30, RCost=15exhaust network bandwidth or
system resource, e.g., synflood

In Table 1, main attack category is referred[10]. So, we can define the damage
cost of an attack targeted at some resource as ‘Criticality × Attack category’.

In this paper, we assume that the maximum possible damage cost with the
response cost and criticality is only Windows or DOS operating system for sim-
plifying problem.

Response Cost. Response cost (R-Cost) is the cost of acting upon an alarm
or log entry that indicates a potential intrusion[10]. Response cost depends pri-
marily on the type of response mechanisms being used. This is usually deter-
mined by an IDS’s capabilities, site-specific policies, attack type, and the target
resource[14]. Responses may be either automated or manual, and manual re-
sponses will clearly have a higher response cost. W Lee at el.[10] estimated the
relative complexities of typical responses to each attack type in Table 1 in order
to define the relative base response cost, criticality. Therefore, we include Crit-
icality to measure response cost again. As a consequence, ‘Criticality × Attack
category’ is actual cost.

Operational Cost. Operational cost (Op-Cost) is the cost of processing the
stream of events being monitored by an IDS and analyzing the activities using
intrusion detection models. The main cost inherent in the operation of the IDS
is the amount of time and computing resources needed to extract and test fea-
tures from the raw data stream that is being monitored[10]. Op-Cost should be
associated with time because an attack mush be detected while it is in progress
and generate an alarm as quickly as possible so that damage can be minimized
when IDS provides a real-time services. Therefore slower IDS whose feature is
high computational costs should be penalized.

4.2 Cost Minimization Problem

IDS operating level is derived from each neighbor node i at period t. An IDS
engine calculates expected cost for each neighbor node i periodically. Comparing
expected cost among all operating cases, an IDS operating level is settled for next
period t. Notations are as follows:

Dcj : Damage cost of attack group j
Rcj : Response cost of attack group j
Ocj : Operation cost of attack group j
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e : Penalty cost rate of positive false detection
γj : Weight of attack group j
q1 : Negative false detection rate
q2 : Positive false detection rate
pi(t) : Estimated abnormal probability of node i at period t
Dej : Damage energy consumption of attack group j
Rej : Response energy consumption of attack group j
Min level(IDS) : Minimum level of IDS to be settled at period t
xij(t) : IDS setup index of attack group j for node i at period t

Expected cost of node i at period t can be derived as follow matrix when IDS is
settled on node i.

Attack No attack
Detection Rcj + Ocj Rcj + Ocj + eDcj

No detection Dcj + Ocj Ocj

Case 1. If any attack occurs and IDS detects it successfully, the expected cost in
this state is γjpi(t)((1−q1))(Rcj +Ocj) . Any attack can happen as an estimated
abnormal probability pi(t). As an attack group weight γj is multiplied to pi(t).
Because this state is opposite state to negative false detection, the detection
rate can be derived as (1 − q1). Ocj is default cost if IDS is settled and Rcj is
generated because IDS detects malicious packets.

Case 2. If any attack occurs and IDS doesn’t detect it, the state is called ‘neg-
ative false detection’. The expected cost in this state is q1γjpi(t)(Dcj + Ocj).
Ocj is default cost if IDS is settled and Dcj occurs because IDS fails to detect
malicious packets. q1 is a negative false detection rate.

Case 3. If no attack occurs and IDS detects it successfully, the state is called
‘positive false detection’. The expected cost in this state is q2(1−γjpi(t))(Rcj +
Ocj +eDcj). Because ‘positive false detection’ is also a false detection as like case
2, the generated cost expects Rcj + Ocj . However, this state cause additional
penalty cost eDcj due to false responses. q2 is a negative false detection rate. As
opposed to any attack case, no attack can be occurred as estimated probability
(1 − γjpi(t)).

Case 4. If no attack occurs and IDS doesn’t detect anything, the expected cost
in this state is only (1− γjpi(t))(1− q2)Ocj . (1− γjpi(t))(1− q2) is an estimated
probability for this case. In this case, only Operating cost for maintaining IDS
is required.

Expected cost of node i at period t can be derived as follow matrix when IDS
is not settled on node i.

Attack No attack
No detection Dcj 0



204 Y. Jeong et al.

Case 1. If any attack occurs, it’s impossible to detect and response to it. There-
fore the expected cost in this state is γjpi(t)Dcj .

Case 2. If no attack occurs, the expected cost is 0 because no consumption is
generated from damage and maintaining IDS.

In addition to expected cost at period t, expected energy consumption is gener-
ated when a node is communicating with other nodes, operating IDS, and under-
going DoS attacks. This value is important because no energy on a node mean
that a node can not operate anything in a current network any more. Therefore
a node should schedule its energy efficiently and reduce its energy consumption
as possible as it can. Expected energy consumption derived from comparing No
IDS settled state and IDS settled state as like cost matrix above. However, dif-
ferently from cost matrix, let us assume that operation energy consumption on a
node is nearly zero since a little energy as much as cheap processing is required
for calculating expected cost and other related values.

From cost matrix and energy consumption matrix, we can derive expected
costs of no IDS settled case and IDS settled case and expected energy consump-
tion of attack group j for node i at period t as follows:

NoIDS costij(t) = γjpi(t)Dcj (4)

IDS costij(t) = Ocj + Dcj(γjpi(t)q1 + q2e − γjpi(t)q2e)
+Rcj(γjpi(t) − γjpi(t)q1 + q2 − γjpi(t)q2)

(5)

Ect = γjpi(t)Dej(1 − xij(t)) + {Rej(γjpi(t) − γjpi(t)q1

+q2 − γjpi(t)q2) + γjpi(t)q1Dej}xij(t)
(6)

Based on the expected cost in all cases, we can obtain an object function and
constraints as follows:

min
T∑

t

M∑

j

N∑

i

(NoIDS costij(t))(1 − xij(t)) + (IDS costij(t))xij(t) (7)

s.t.
T∑

t

Ec(t) ≤ E0 (8)

T∑

i

M∑

j

xij(t) ≥ Min level(IDS), ∀t (9)

xij(t) ∈ {0, 1}, ∀t (10)

Objective function is to minimize total expected cost on a node which wants
to protect itself from any attack for total period T . First constraint means that
total expected energy consumption on a node should be no more than initial
energy which a node had total period T . Second constraint means that IDS
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operating level for sub period t should be satisfied at least Minimum required
IDS level. Minimum required IDS level is determined as the System of IDS or
a policy of an administrator. Last constraint limits IDS setup index of attack
group j for node i should be an integer within 0 and 1.

Actually, this problem is not easy to solve. Because, it’s first constraint has
an unknown stochastic parameter Ect that makes this problem a stochastic
optimization problem. So, we solve this problem using lagrangean method by
relaxing first constraint that makes this problem as an IP problem.

Then, we can derive the relaxation problem for our formulation as follows:

min
T∑

t

{
M∑

j

N∑

i

(NoIDS costij(t))(1 − xij(t))

+(IDS costij(t))xij(t) + μEc(t)} − μE0

(11)

s.t.

T∑

i

M∑

j

xij(t) ≥ Min level(IDS), ∀t (12)

xij(t) ∈ {0, 1}, ∀t (13)

This problem can be decomposed into following N sub-problem for each t (1 ≤
t ≤ T ).

min F (t) =
M∑

j

N∑

i

(NoIDS costij(t))(1 − xij(t))

+(IDS costij(t))xij(t) + μEc(t)

(14)

s.t.

T∑

i

M∑

j

xij(t) ≥ Min level(IDS) (15)

xij(t) ∈ {0, 1} (16)

To solve this sub-problem, we use following heuristic method.

– Step 1. Try to find a minimum positive coefficient that its correspondent x̃ij

is zero in an objective function.
– Step 2. Change x̃ij from 0 to 1 which is correspondent with selected coeffi-

cient in step 1.
– Step 3. Solve LR(μk, λk) using changed x̃ij .
– Step 4. Check whether x̃ij is a feasible solution of Problem.

If successful, stop. Otherwise, go to Step 1.

To apply the Lagrangean Relaxation Method, we need a procedure of updat-
ing multipliers. To reduce the error bound, we need to find multiplier vectors
around dual optimal solution. If a single constraint is relaxed, there is a single
multiplier. In this case, the dual problem is a one-dimensional non-differentiable
convex optimization problem. In this case, there is an efficient optimization
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algorithm called golden section method[15]. Because our relaxed problem has
a single multiplier, we apply golden section method to solve our problem.

5 Experiments and Results

In this paper, we consider a wireless local area network setting where mobile
nodes distributed in a 1000m × 1000m square region. Node mobility is modeled
with the public hotspot mobility model, where random node arrivals and de-
partures are modeled with Poisson processes. We consider two attack groups,
which are crashing and consumption. We installed that the IDS level is updated
every second. Damage Cost and Response cost are referred to [16]. Detailed
experimental environment is shown in Table 2.

Table 2. Parameter description

parameter Values Parameter values

area 1000m × 1000m Damage cost (each group) 30

Square region Operation cost (each group) 0.5

Sub period 1 sec Response cost (crashing) 10

Data flow rate 3 packets/sec Response cost (consumption) 15

Arrival node rate 3 nodes/sec Damage energy consumption (crashing) 0.25

Connecting time
2sec/node

Damage energy consumption
0.75

rate (consumption)

False positive rate 0.2
Response energy consumption

0.04
(crashing)

False negative rate 0.2
Response energy consumption

0.05
(consumption)

Penalty cost 0.1 Group weight 0.5

Based on the parameters in Table 2, we generated traffic several times and
derived abnormal probability of each node. Fig. 1 shows calculated abnormal
probabilities. In this figure, x-axis means node’s number, y-axis means observed
time(sec) and z-axis means abnormal probability. We draw this abnormal proba-
bility graph by MATLAB using equation (3). In Fig. 1, we can see how randomly
abnormal probabilities are distributed.

By applying calculated abnormal probabilities, we simulate the proposed algo-
rithm for 500 seconds. To evaluate the performance of our method, we calculate
total cost compared with the other two cases; all the nodes operate IDS (Full
IDS) and none of the nodes operate IDS (No IDS).

Fig. 2 shows calculated total cost for three cases. The horizontal axis means
time and the vertical axis is total cost of all nodes in MANET. In Fig. 2, the
proposed method has the lowest cost compared with Full IDS and No IDS.
The cost of No IDS is highest because of high damage cost by a lot of malicious
attacks. The total cost strongly depends on the network state. If network is highly
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Fig. 1. Estimated abnormal probabilities

Fig. 2. The comparison of total cost

vulnerable, it is effective that more nodes should operate IDS in order to reduce
high damage cost. In contrast, if network is stable, reducing IDS operating cost is
more effective. Since there is a tradeoff between damage cost and IDS operating
cost, we should consider network state in selection of IDS operating nodes.

To observe the effect of network state on the total cost, we perform simu-
lations while adjusting link change rate. Abnormal probabilities increase when
link change rate becomes high.

In Fig. 3 and 4, we adjusted link change rate to reflect the effect of network
state on total cost. Fig. 3 shows the total cost in case of high link change rate,
and Fig. 4 shows the total cost with low link change rate. In Fig. 3, the cost
of No IDS is relatively high because of high damage cost, and the gap between
the proposed method and Full IDS is small. It means that most nodes in our
method operate IDS when the network state is vulnerable. In Fig. 4, the cost of
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Fig. 3. Total cost with high link change rate

Fig. 4. Total cost with low link change rate

Full IDS is higher than that of No IDS because of high operating cost. In both
cases, the proposed method always shows the lowest total cost compared with
No IDS and Full IDS. This implies that our method selects IDS operating nodes
adaptively according to the security vulnerabilities, thus can be applied at any
network state.

6 Conclusions

In this paper, we proposed a cost-effective scheme for the selection of IDS operat-
ing nodes in a MANET against DoS attacks. We developed abnormal probability
in order to estimate security vulnerability of each mobile node, and proposed a
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cost-effective node selection algorithm by solving cost minimization problem.
Proposed algorithm analyzes current network state periodically and determines
which node operates IDS. In this paper, proposed algorithm was compared with
two other cases: No IDS operating case and full IDS operating case. The results
illustrate that our method shows good performance for minimizing the total cost
in a MANET.

In a future work, we will consider cooperative IDS operation. In this paper, we
focused on local IDS and assumed that all the neighbor nodes can be malicious.
However, if cooperative IDS is operated successfully, the performance of IDS will
be highly increased in a MANET.

Acknowledgement. This research was supported by the MIC(Ministry of Infor-
mation and Communication), Korea, under the ITRC(Information Technology
Research Center) support program supervised by the IITA(Institute of Informa-
tion Technology Assessment)(IITA-2005-(C1090-0603-0016))

References

1. Patwardhan, A., Parker, J., Joshi, A.: Secure Routing and Intrusion Detection
in Ad Hoc Networks. Proc. of the 23rd IEEE International Conf. on Pervasive
Computing and Communications. (2005)

2. Alampalaym, S., Kumer, A., Srinivasan, S.: Mobile Ad hoc Network Security- a
Taxonomy. Proc. of the 7th International Conf. on ICACT, Vol. 2. (2005) 839–844.

3. Helmer, G., Johnny, S., Wong, K., Honavar, V., Miller, L. Wang, Y.: Lightweight
agents for intrusion detection. Journal of Systems and Software, Vol. 67, Issue 2.
(2003) 109–122.

4. Stamouli, I., Patroklos, G., Argyroudis., Tewari, H.: Real-time Intrusion Detection
for Ad hoc Networks. Proc. of the Sixth IEEE International Symposium on a
World of Wireless Mobile and Multimedia Networks. (2005)

5. Venkatraman, L., Agrawal, D.: A Novel Authentication Scheme for Ad Hoc Net-
works. Proc. of Wireless Communications and Networking Conference, Vol. 3.
(2000) 1268–1273.

6. Kim, H.W., Kim, D.W., Kim, S.H.: Lifetime-enhancing Selection of Monitoring
Nodes for Intrusion Detection in Mobile Ad Hoc Networks. AEU-International
Journal of Electronics and Communications, Vol. 60, Issue 3. (2006) 248–250.

7. Chang, J.H., Tassiulas, L.: Energy Conserving Routing in Wireless Ad-hoc Net-
works. Proc. INFOCOM, Tel Aviv. (2000) 22–31.

8. Chlamtac, I., Conti, M., Jennifer, J., Liu, N.: Mobile ad hoc networking: impera-
tives and challenges. Ad Hoc Networks, Vol. 1, Issue 1. (2003) 13–64.

9. Jakobsson, M., Wang, XF., Wetzel, S.: Stealth Attacks in Vehicular Technologies.
Proc. of IEEE Vehicular Technology Conference. (2004)

10. Lee, W., Fan, W., Miller, M., Stolfo, S.J., Zadok, E.: Toward Cost-Sensitive Mod-
eling for Intrusion Detection and Response. Journal of Computer Security, Vol.
10, Issue 1–2. (2002) 5–22.

11. Li, J.: Early Statistical Anomaly Intrusion Detection of DOS Attacks Using MIB
Traffic Parameters. Proc. of the 2003 IEEE Workshop on Information Assurance
United States Military Academy. Vol. 2. 53–59.



210 Y. Jeong et al.

12. Sun, B., Wu, K., Pooch, U.W.: Towards Adaptive Intrusion Detection in Mobile
Ad Hoc Networks. Proc. of Global Telecommunications Conference, Vol. 6. (2004)
3551–3555.

13. Northcutt, S.: Intrusion Detection: An Analyst’s Handbook. New Riders. (1999)
14. Bace, R.: Intrusion Detection. Macmillan Technical Publishing. (2000)
15. Kim, S.H.: Lecture Note on Nonlinear Programming. Non-linear programming

course. (2003)
16. Wu, B., Chen, J., Wu, J., Cardei, M.: A Survey on Attacks and Countermeasures

in Mobile Ad Hoc Networks. Wireless/Mobile Network Security. Springer. (2006)



 

J.K. Lee, O. Yi, and M. Yung (Eds.): WISA 2006, LNCS 4298, pp. 211–224, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Authenticated Fast Handover Scheme in the  
Hierarchical Mobile IPv6* 

Hyun-Sun Kang and Chang-Seop Park 

Department of Computer Science, 
Dankook University,  

Chonan, Choongnam, Republic of Korea, 330-714 
{sshskang, csp0}@dankook.ac.kr 

Abstract. In this paper, we design and propose an efficient and secure authenti-
cation method for global and local binding update in HMIPv6 as well as for fast 
handover in HMIPv6. Also, we introduce a group key management scheme 
among MAP and ARs in a MAP domain and use a ticket to authenticate local 
binding update message. We analyze the security and for the comparison with 
other schemes, analyze performance using the random-walk mobility model and 
present numerical results based on it.  

1   Introduction 

In Mobile IPv6 (MIPv6) [1], two types of IPv6 addresses are defined for a wireless 
mobile node (MN) to enable the MN to move freely from one point of attachment to 
the IPv6 Internet to another, without disrupting ongoing transport connection. The one 
of them is a fixed home address (HoA) on MN’s home network, and the other is a 
temporary address called a care-of address (CoA) to be used on the foreign network 
when it moves into the foreign network. The MN should send binding update (BU) 
messages to both its home agent (HA) and corresponding nodes (CN) it communi-
cates with, in order to inform both HA and CN of MN’s current location. Whenever a 
handover to a new access router (AR) is performed, delays induced by BU messages 
to both HA and CN can cause packet losses so that quality of service might be de-
graded. In order to eliminate or minimize packet losses due to BU delays two  
solutions have been proposed, Hierarchical Mobile IPv6 (HMIPv6) [2] and Fast 
Handover for MIPv6 [3].  

In HMIPv6, a new MIPv6 entity, mobile anchor point (MAP), plays a role of local 
home agent for the MN visiting the foreign network. There are one or more MAPs in 
a foreign network, so that MN entering a new MAP domain configures two types of 
CoAs on the visited network, Regional CoA (RCoA) on the MAP’s domain and on-
Link CoA (LCoA), based on the prefix information advertised by its default access 
router. And then, MN sends a global binding update message with its new RCoA to 
HA, as in case 1 of Fig.1. On the other hand, if MN changes its current address 
                                                           
* This work was supported (in part) by the Ministry of Information & Communications, Korea, 

under the Information Technology Research Center (ITRC) Support Program. 
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(LCoA) within a local MAP domain, only a local binding update message is sent to 
MAP to register a new LCoA, while its RCoA is not changed, as in case 2 of Fig.1. 
Therefore, delays induced by global BU can be reduced through local binding update. 
However, the local BU also induces another type of handover delay resulting from 
movement detection and new CoA configuration. Fast Handover scheme can be ap-
plied to reduce this latency occurred during the local binding update. It enables MN to 
configure a new LCoA (LCoA2 in Fig.1) through PAR (AR1 in Fig.1) before moving 
to a new link. When receiving Fast Binding Update (FBU) message from MN, MAP 
forwards packets destined for MN to NAR (AR2 in Fig.1), where PAR and NAR are 
MN’s default routers prior to handover and after handover, respectively. NAR buffers 
the packets forwarded from MAP and delivers them to MN when it receives Fast 
Neighbor Advertisement (FNA) message from MN.  

 

Fig. 1. Entering a new MAP domain and handover in HMIPv6 domain 

Local binding update messages need to be authenticated. Otherwise, an attacker 
could send a faked BU message with MN's RCoA and its LCoA, in order to hijack 
packets destined for MN. Signaling messages for the fast handover also have to be 
authenticated. In this paper, we design and analyze an efficient and secure authentica-
tion method for global and local BU in HMIPv6 as well as for fast handover in 
HMIPv6. After introducing previous works in Section 2, our proposed authenticated 
binding update protocol in HMIPv6 is given in Section 3. Based on key management 
scheme introduced in Section 3, we also present how to secure fast handover scheme 
in HMIPv6 in Section 4. Security and performance analysis are given in Section 5 and 
6. Finally, concluding remarks are drawn in Section 7. 

2   Security Vulnerabilities of HMIPv6 and Related Works 

2.1   Security Vulnerabilities of HMIPv6 

If binding update messages are not properly authenticated, several DoS (Denial of 
Service) and redirect attacks can be mounted. The most important issue in securing 
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BU messages is how to share a security association between two MIPv6 entities, each 
of which belongs to a different administrative domain or network. Since MN and HA 
usually belong to the same administrative domain, security association can be easily 
established between them. The return routability (RR) procedure [1] and the crypto-
graphically generated address (CGA) [4, 5] have been proposed to protect the BU 
messages exchanged between MN and CN. However, those schemes have been 
proven to be insecure and inefficient [6]. On the other hand, researches on securing 
local binding update within HMIPv6 domain have not been done as much as those on 
securing the above global binding update. As in the global binding update, flooding 
attack, redirect attack, and DoS attack are possible in the local binding update. Sup-
pose a legitimate MN with RCoA has been receiving a heavy multimedia stream from 
CN. If a malicious node sends to MAP a forged local binding update message binding 
RCoA and a victim’s LCoA, the multimedia traffic can be redirected and flooded to 
the victim.  

2.2   Authenticated HMIPv6 Based on CGA 

In order to authenticate local binding update messages, a couple of authenticated 
symmetric key exchange protocols [7, 8] have been proposed, both of which are based 
on a concept of CGA. For simplicity of explanation, we modify the originally pro-
posed protocol [7, 8]. CGA is used to derive a 64-bit interface identifier of the IPv6 
address for the purpose of binding the IPv6 address of MN to its public key. Given 
MN’s public key PKMN and private signing key SKMN, the interface identifier (IID) of 
MN’s LCoA and RCoA is derived from H(subnet prefix of LCoA/RCoA, PKMN), 
where H( ) is an one-way hash function. A detailed process of generating a CGA is 
given in [4]. MN sends to AR/MAP a key exchange message (LCoA, RCoA, PKMN, 
Sig(SKMN)), where two fields represent IPv6 addresses of MN and Sig(SKMN) is a 
digital signature generated using MN’s private signing key SKMN. AR verifies the 
signature using the public key, PKMN, after checking if the IID of LCoA/RCoA can be 
derived from the public key. The success of the verification means that the sender of 
the message is a real owner of the IPv6 address, LCoA/RCoA. If the verification is 
successful, AR/MAP generates and sends to MN a session key encrypted with MN’s 
public key. Now, MN sends to MAP a local binding update message protected by the 
session key. Unfortunately, both protocols suffer from DoS attack due to improper 
use of CGA. Suppose attackers send to AR a storm of forged key exchange messages, 
each of which contains a garbage data looking like a signature. Then, AR should 
perform a lot of meaningless computations to verify the forged signatures. 

2.3   Authenticated HMIPv6 Based on AAA and Fast Handover 

In [10], authenticated MIPv4 based on AAA (Authentication, Authorization, and 
Accounting) has been proposed as well as authenticated low latency handoff in 
MIPv4. For simplicity of explanation, we define < m >K as the MAC (Message Au-
thentication Code) value of message m using the key K, and { m }K as encrypting m 
with key K. R is a random number chosen by PFA (Previous Foreign Agent). RRQ 
and RRP represent regional registration request message and regional registration 
reply message associated with MIPv4. Fig. 2-(a) shows an initial local binding update 
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procedure. When an MN first arrives at a new MAP domain it should perform an 
initial local binding update. Since there is no SA (Security Association) between MN 
and FA (Foreign Agent), FA forwards RRQ message to AAAH (AAA server in home 
domain) through a GFA (Gateway FA) and AAAF (AAA server in foreign domain) 
for the purpose of authenticating the message. After receiving the message, AAAH 
authenticates MN and distributes session keys to MN and FA. In [17], authenticated 
MIPv4 based on AAA has also been proposed, where every regional registration has 
to be traversed to the AAAH to authenticate the message, as in Fig. 2-(a). This means 
that the advantage of regional registration cannot be fully utilized. However, in [10], 
MN performs low latency handoff without requiring further involvement by AAAH, 
where the previously assigned session keys can be re-used whenever MN changes its 
current address within a local MAP domain, as in Fig. 2-(b). 

 

Fig. 2. (a) Initial local binding update protocol (b) Low latency handoff procedure 

First, MN requests Proxy Router Solicitation (PrRtSol) to PFA. PFA constructs 
and sends the message 2 to NFA (New Foreign Agent). R, PFA and E are a random 
number chosen by PFA, PFA’s IP address and encrypted session keys. NFA stores R, 
PFA and E and sends Router Advertisement (RtAdv) to PFA. PFA sends Proxy 
Router Advertisement (PrRtAdv), R and PFA to MN. Then, MN constructs and sends 
the message  5 to NFA. After receiving the message, NFA validates R and computes 
MAC value using the symmetric key KNFA shared between NFA and GFA. NFA con-
structs and sends the message 6 to GFA. GFA verifies the MAC value and constructs 
and sends the message 7 together with the encrypted dynamic session key between 
PFA and NFA to NFA. Eventually, NFA gets session keys used before. And then, 
NFA sends the RRP message to MN and MN can receive the packet through NFA. 
However, the above scheme is not efficient since it needs a lot of message flows in 
order to share session keys. It is also assumed that MAP shares symmetric key with 
each AR in the MAP domain. Furthermore, this scheme has fatal security flaws asso-
ciated with replay attack, which will be discussed in Section 5.3.  

3   HMIPv6 Deployment Scenario and Key Management 

NSP (Network Service Provider) provides a basic network access service to MN  
together with authenticating it. On the other hand, MSP (Mobile Service Provider) is 
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another service provider providing MIPv6 service to MN after authenticating it. We 
adopt here an integrated scenario [9], which means both network access service and 
MIPv6 service are provided by a single operator. MN has a subscription with home 
service provider in a home network. Both network service and mobility service can be 
provided to MN roaming in a foreign network if the home service provider makes a 
roaming agreement with another service provider in the foreign network. In a roaming 
environment, MN can be authenticated in two different ways: certificate with PKI  
(Public Key Infrastructure) and AAA (Authentication, Authorization, and Accounting).  

In this paper, our secure binding update protocol is based on AAA. There are two 
kinds of AAA servers, AAAH (AAA server operated by a home service provider) and 
AAAF (AAA server operated by a service provider in a foreign network). A security 
association between MN and AAAH can be established as a result of subscription to 
the home service provider. A long-term symmetric key, KMN, to be shared between 
MN and AAAH is assigned to MN, as well as MIPv6-related parameters such as HA 
and HoA. Furthermore, another security association can be shared between AAAH 
and AAAF when making a roaming agreement, so that all the message flows between 
them can be secured. MN appearing in the foreign network is first authenticated by 
NAS (Network Access Server) collocated possibly with AR and AP. However, since 
there is no security association between MN and NAS, MN should be authenticated 
through AAA protocol between AAAF and AAAH. In this case, AAAH becomes an 
authentication server for the authenticator, NAS, while AAAF is just a proxy for 
NAS. In order to concentrate on securing Fast Handover signaling in HMIPv6, only 
IP-level authentication is considered in the next section, without mentioning link-level 
authentication such as 802.1x.  

A foreign network supporting HMIPv6 consists of several MAP domains, each of 
which contains MAP and ARs. We assume there is a group key management scheme 
to distribute and update a group key GKF among MAP and ARs in a MAP domain. 
When entering a new MAP domain, MN obtains an authentication ticket TicketMN = 
[sKMAP, RCoA, Exp]GKF from MAP as a result of successful MAP registration, which 
can be used to authenticate itself in the MAP domain. sKMAP is a session key used for 
securing both local binding update as well as fast handover. RCoA is MN's CoA in 
MAP domain and Exp is an expiration time of the ticket. The authentication is ob-
tained by encrypting sKMAP, RCoA, and Exp with the symmetric group key GKF. 

4   An Authenticated Local Binding Update Protocol 

In this section, HMIPv6 [2] is adapted for securing local binding update protocol 
invoked when MN first enters a new MAP domain. How to secure global binding 
update is not within the scope of this paper. In the following description, we will 
denote the concatenation operator by ‘,’.  H ( ) is a one-way hash function, and 
MAC(K) is the message authentication code computed over all the preceding field 
values using the symmetric key K. [ m ]K denotes encrypting m with a symmetric key 
K. BUP and BAP represent parameters related with binding update and binding ac-
knowledgement, respectively. We also use node’s entity name to denote its IPv6 
address. 
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4.1   Authenticated MAP Registration 

When a MN moves into a new MAP domain, it should perform an initial local bind-
ing update, that is, MAP registration for the purpose of notifying MAP of its current 
LCoA. We propose to use TimestampMN generated by MN instead of the sequence 
number originally used in HMIPv6 [2]. Fig.3 shows a series of messages exchanged 
among MN, MAP, and AAA servers for the purpose of securing local binding update.   

 

Fig. 3. Proposed initial local binding update protocol 

BUP = (H/M, TimestampMN, Lifetime)  
BAP = (Status, TimestampMN, Lifetime) 
Address = (NAIMN, RCoA, LCoA)  
TicketMN = [sKMAP, RCoA, Exp]GKF 

sKMAP = H (KMN, NAIMN, MAP, TimestampMN) 
 

When moving into a new MAP domain, MN configures both LCoA and RCoA 
based on the prefix information contained in the router advertisement (RtAdv) mes-
sage sent by AR. Parameters for binding update, BUP = (H/M, TimestampMN, Life-
time) are prepared. That is, M flag is set to mean that this binding update message is 
for MAP registration, and TimestampMN is the one generated by MN. Lifetime means 
the number of time units remaining before the binding must be considered expired. 
Aside from BUP, Address = (NAIMN, RCoA, LCoA) is included in the message, where 
NAIMN is Network Access Identifier of MN. Then, MN computes a session key sKMAP 
= H (KMN, NAIMN, MAP, TimestampMN) to be shared with MAP. Both BUP and Ad-
dress are protected with MAC(sKMAP). Finally, the following Local_BU message is 
sent to MAP. 

 
BUP, Address, MAC(sKMAP) 

 
Since there is no security association shared between MN and MAP, MAP cannot 

verify MAC(sKMAP). Therefore, MAP asks AAAH via AAAF to generate and send the 
session key, sKMAP, to verify MAC. Based on information contained in the message 
3, AAAH generates sKMAP = H (KMN, NAIMN, MAP, TimestampMN). We do not de-
scribe how to protect the messages 3 and 4 exchanged between them. Then, MAP 
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performs a DAD (Duplicate Address Detection) test against RCoA in Address, and 
verifies MAC(sKMAP). If both tests are successful, MAP creates a binding cache entry 
for MN and constructs an authentication ticket TicketMN = [sKMAP, RCoA, Exp]GKF. 
The following Local_BA message is sent to MN:  

 
BAP, TicketMN, MAC(sKMAP). 

 
After verifying both MAC(sKMAP), MN keeps both sKMAP and TicketMN for the next 
local binding update to MAP. 

4.2   Authenticated Fast Handover in HMIPv6 

Based on the key management scheme introduced in Section 3, we embed a security 
feature into the “Fast Handover scheme over HMIPv6” which is also discussed in 
HMIPv6 [2]. When a mobile node moves between two ARs, fast handovers are re-
quired to ensure that the layer 3 handover delay is minimized so that the period of 
service disruption is minimized or possibly eliminated. For simplicity of explanation, 
we define the following notations. NAR and PAR is the IP addresses of NAR (MN’s 
default router after handover) and PAR (MN’s default router prior to handover), re-
spectively. And, NAP is layer-2 address or Base Station Subsystem ID (BSSID) of 
NAP (new Access Point).  

Suppose MN starts to move and discovers a new access point (NAP) using link-
layer specific mechanisms, even though it is still connected to its current subnet 
through PAR. Since MN does not know whether this AP is connected to a new AR 
(NAR) or to PAR, it should perform router discovery by sending to PAR the follow-
ing “Router Solicitation for Proxy Advertisement” (RtSolPr) message as in Fig.4: 
 
 NAP, TicketMN, MAC(sKMAP). 
 

To concentrate on the security issue of the fast handover, it is assumed that PAR 
has information about NAP which is connected to NAR. Since GKF is shared among 
PAR, NAR, and MAP, it can obtain sKMAP in TicketMN = [sKMAP, RCoA, Exp]GKF. 
After checking Exp and verifying MAC(sKMAP), PAR sends to MN the following 
“Proxy Router Advertisement” (PrRtAdv) message: 
 
 NAP, NAR, Prefix, MAC(sKMAP). 
 

FBUP = (H/M, TimestampMN, Lifetime)  
FBackP = (Status, TimestampMN, Lifetime) 
HIP = (Code, TimestampMAP) 
HAckP = (Code, TimestampMAP) 

The message means that NAP is connected to NAR whose network prefix is Prefix. 
MN also verifies MAC(sKMAP), and formulates NCoA based on Prefix which is a new 
on-Link CoA. Suppose anticipation of handover is feasible. Then MN sends to MAP 
the following “Fast Binding Update” (FBU) message from PAR’s link: 
 
 FBUP, PCoA, NCoA, MAC(sKMAP). 
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Fig. 4. Authenticated fast handover in HMIPv6 

FBUP = (H/M, TimestampMN, Lifetime) are parameters associated with Fast Binding 
Update, where only M flag is set to denote MAP registration, and PCoA is a previous 
on-Link CoA of MN. Using sKMAP and previous timestamp stored in MN’s binding 
cache entry (BCE), MAP verifies MAC(sKMAP) and checks TimestampMN in FBUP for 
a freshness test. If both are successful, MAP updates the timestamp and replaces 
PCoA by NCoA. Now, MAP sends to NAR “Handover Initiate” (HI) message: 
 
 HIP, RCoA, NCoA, MAC(GKF). 
 
HIP is a set of parameters associated with Handover Initiate. The purpose of the mes-
sage is to ask NAR to forward packets destined for RCoA to NCoA on its link. After 
verifying if MAC(GKF) is valid, NAR also checks if NCoA is not duplicate on its link. 
If both verifications succeed, NCoA starts proxying NCoA. Then, NAR sends “Hand-
over Acknowledgement” (HAck) message to notify MAP of the result of processing 
the HI message. If DAD (duplicate address detection) test for NCoA fails on the link, 
NAR allocates a valid NCoA for MN and includes in HAck message. After verifying 
MAC in HAck message, MAP creates a binding between MN’s RCoA and NCoA in 
MN’s BCE for the purpose of building a tunnel between itself and NAR, and sends 
“Fast Bing Acknowledgement” (FBack) message to notify MN of the result of proc-
essing FBU message. In the meantime, if packets destined for RCoA arrive at MAP, 
the packets are forwarded to NAR and buffered. As soon as moving to the new link, 
MN sends “Fast Neighbor Advertisement” (FNA) message to NAR, which will trig-
ger delivering the arriving and buffered packets to MN. The NFA message is also 
protected by MAC(sKMAP), which can be verified by NAR after recovering sKMAP 
from TicketMN.  
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5   Security Analysis and Discussion 

5.1   Protection from Forged Router Advertisement (RtAdv) Message 

When entering a new MAP domain, MN should perform a global BU based on the 
information provided by AR. Since there is no pre-established security association 
between MN and AR, both prefix information and IP address of MAP cannot be pro-
tected. Suppose MN receives forged prefix information. In this case, since LCoA and 
RCoA contained in the global BU message are not valid, MAP will just drop the mes-
sage so that invalid binding ache entry is not created in MAP. If IP address of MAP is 
also forged by an attacker, the global BU message might be forwarded to the attacker. 
If a forged global BA message can be accepted by MN, MN can be a victim of DoS 
attack since packets destined for MN are forwarded to MN’s previous CoA. However, 
since the attacker does not know both KMN and sKMAP, it cannot prepare a valid global 
BA message to be accepted by MN. MN just drops the global BA message if it is 
proven to be invalid. Or, if the global BA message in response to the global BU mes-
sage it sends is not received within a pre-determined time, MN tries to send it again. 

5.2   Protection from Forged Local Binding Update Message 

As in the global binding update, redirect attack, flooding attack and DoS attack are 
possible in the local binding update using the forged local binding update message. 
Suppose a legitimate MN with RCoA has been receiving a heavy multimedia stream 
from CN. If a malicious node sends to MAP a forged local binding update message 
binding RCoA and a victim’s LCoA, the multimedia traffic can be redirected and 
flooded to the victim. However, in our protocol, such attack is not feasible since the 
attacker does not have sKMAP based on which the local binding update message can be 
authenticated through MAP. This key is known only to the legitimate MN owning the 
specific KMN. In the case of DoS attack, the attacker sends a storm of local binding 
update messages to MAP, which cause it to perform computationally-expensive pub-
lic key operations during protocol executions. However, in our protocol MAP per-
forms a lightweight keyed hash operation to authenticate. Therefore, DoS attack is not 
feasible in our protocol.  

5.3   Protection Against Replay Attack 

A basic replay attack against HMIPv6 is to record the local binding update message 
initiated by a legitimate MN and then later replay it for the purpose of the DoS attack 
to MN by registering the old addresses of MN. In Fig. 2-(b), replay attack can be 
possible by an attacker. Suppose an attacker records the message 2 of PFA. Later the 
attacker replays it to NFA, and then NFA may reply with RtAdv. The attacker can 
construct and send the message 5 to NFA. Eventually, since there are no fields to 
guarantee the freshness of the message, the replay attack is feasible. However, our 
proposed protocol is secure against the replay attack. Suppose an attacker replay FBU 
message to MAP is recorded. After receiving, since the MAP performs the freshness 
test through the field of TimestampMN, the above replay attack against MAP cannot be 
successful.  
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6   Performance Analysis 

6.1   Analytical Mobility Model 

The hexagonal cellular network architecture is used for our analytical mobility model, 
as shown in Fig. 5. Each MAP domain is assumed to consist of (R+1) rings, 
where R ≥ 1.  

 

Fig. 5. Hexagonal cellular network architecture 

The innermost cell 0 is called the center cell. The cells labeled 1 formed the first ring 
around cell 0, the cells labeled 2 formed the second ring around cell 1 and so forth. 
Since each ring r (r ≥1) is composed of 6r cells, we get the total number of cells up to 
ring R in a MAP domain by following formula.  
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Our analytical model is based on both random-walk mobility model, which is 
appropriate for pedestrian movements, and the one-dimensional Markov chain 
model. Such random-walk mobility model was previously used in [12, 13, 14, 15]. 
In this model, the next position of an MN is equal to the previous position plus a 
random variable whose value is drawn independently from an arbitrary distribution. 
According to this model, an MN moves to its adjacent cell with a probability of 
 1 – q and remains in the current cell with probability q. If an MN is located in a 
cell of ring (r ≥1), the probability that a movement will result in an increase p+(r) 
or decrease p–(r) in the distance from the center cell is given by p+(r) = 1/3 + 1/6r 
and p–(r) = 1/3 – 1/6r.  

We define the state r of a Markov chain as the index of a ring in which the MN is 
located. If we say the MN is in state r, it implies the MN is currently located at any 
cells of ring r. The transition probabilities αr,r+1 and βr,r–1 represent the probabilities of 
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the distance of MN from the center cell increasing or decreasing, respectively. They 
are given as follows: 
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Let πr,R be a steady-state probability of state r within a MAP domain consisting of R 
rings. Using the transition probabilities, πr,R can be expressed in terms of the steady 
state probability π0,R as 
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We know from Markov chain property that, the summation of all steady-state prob-
abilities equal to 1. With this requirement, π0,R can be expressed as 
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6.2   Cost Functions 

In our proposed protocol, an MN performs two types of protocol. The one is an initial 
local binding update protocol which is performed whenever a MN moves into a new 
MAP domain. On the other hand, if MN changes its current address within a local 
MAP domain, it only needs to register the new address with the MAP, which is a fast 
handover. In this section, we analyze the location update cost for our proposed proto-
col. CINIIT and CFAST denote the signaling costs in the initial local binding update and 
the fast handover, respectively, and equal to the sum of the transmission costs and the 
node’s processing costs, as follows: 
 

CINIT = T2 + T3 + T4 + T5 + PMN + PAR + PMAP + PAAAH 
CFAST = T1 + T2 + T3 + T4 + T5 + T6 + PMN + PNAR + PMAP 

 
T2, T3, T4 and T5 of CINIT are transmission costs of each message in the Fig. 3 and PMN, 
PAR, PMAP and PAAAH are the processing costs for the initial local binding update at 
MN, AR, MAP and AAAH, respectively. Let Bwired and Bwireless are the link band-
widths of a wired and a wireless links, respectively. Lp is a packet size and DA–B de-
notes the hop count between node A and node B. The transmission costs of wired or 
wireless links are equal to Twired (= Lp / Bwired) · DA–B or Twireless (= Lp / Bwireless) · DA–B. 
Since the link between MN and AR is typically wireless, the transmission costs be-
tween MN and MAP can be obtained from T2 + T5 = Twireless · DMN–AR + Twired · DAR–

MAP. The transmission cost between MAP and AAAH can be obtained from T3 + T4 = 
Twired · (DMAP–AAAF + DAAAF–AAAH). On the other hand, T1, T2, T3, T4, T5 and T6 of CFAST 
are transmission costs of each message in the Fig. 4 and PMN, PNAR and PMAP are the 
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processing costs associated with the fast handover at the MN, the NAR and the MAP, 
respectively. The transmission costs between MN and PAR can be obtained from T1 + 
T2 = 2 · Twireless · DMN–AR. The transmission cost between MN and MAP can be ob-
tained from T3 + T6 = Twireless · DMN–AR + Twired · DAR–MAP, while the transmission cost 
between MAP and NAR can be obtained from T4 + T5 = Twired · DMAP–AR. The node’s 
processing cost includes session key generation cost GSK, encryption/decryption cost 
E3DES and hashing cost HSHA1. After, we present numerical results of our proposed 
protocol and previous schemes [10][17]. In [10], CINIT consists of transmission costs 
of 2, 3, 4, 5, and 6 in the Fig. 2-(a) and CFAST consists of  transmission costs of 
1, 2, 3, 4, 5, 6, 7 and 8 in the Fig. 2-(b). And in [17], CINIT is computed the 
same to CINIT of [10] and CFAST equal to CINIT. Also, for a fair comparison, we assumed 
that every cryptographic operations use the same algorithms with proposed protocol.  

The probability that an MN performs an initial local binding update is πR,R · αR,R+1. 
If a MAP domain consists of R rings and an MN is located in ring R, then the MN 
performs an initial local binding update. Otherwise, the MN performs a fast handover 
procedure. Given an average cell residence time, E, of the MN, the location update 
cost per unit time can be expressed as follows: 

E
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6.3   Numerical Results  

In this section, we present numerical results based on our random-walk mobility 
model, which show the impacts of movement probability of MN, its cell residence 
time and MAP domain size on the location update costs. For the analysis, we consider 
some system parameters as constants as follow. 

Table 1. System parameters for numerical analysis 

Twired Twireless GSK  E3DES  HSHA1 Param. 
value 80µs 400µs  6µs 9µs 3µs 

DMN–AR  DAR–AR  DAR–MAP DMAP–AAAF  DAAAF–AAAH  Param. 
value 1 2 1 1 10 

Let the bandwidth of the wired link be Bwired = 100Mbps and the bandwidth of the 
wireless link be Bwireless = 2Mbps, respectively. We also assume a packet size, Lp, to be 
100bytes. Therefore Twired and Twireless are 80µs and 400µs, respectively. The estima-
tions of the processing time for cryptographic operations, GSK, E3DES and HSHA1 are 
based on results from Bosselaers [16] that have been projected according to reflect 
technological progress concerning computation speed of modern processors.  

Fig. 6 shows the variants in the location update cost in the random-walk model. We 
have assumed an expected cell residence time, E = 10000µs, the residence probabil-
ity, q = 0.2 and the ring size, R = 4 when they are not considered as the variable  
parameter.  
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(a) 

 

(b) 

 

(c) 

Fig. 6. (a) Expected residence time in a cell. (b) MN’s movement probability. (c) MAP domain 
size. 

Fig. 6-(a) shows the variation in the location update cost as the cell residence time 
is changed in the random-walk model. As the cell residence time increases, the MN 
performs less movement, and consequently the location update cost per unit time 
decreases for all protocols. Fig. 6-(b) shows the variation in the location update cost 
as the movement probability of MN is changed in the random-walk model. In [17], 
the location update cost is always equal to the 0.275. On the other hands, as the 
movement probability increases, the location update cost increases slightly in [10] and 
proposed protocol. Fig. 6-(c) shows the variation in the location update cost as the 
MAP domain size is changed in the random-walk model. The location update cost 
decreases as the MAP domain size increases in [10] and proposed protocol. Espe-
cially, the location update cost of our proposed protocol decreases rapidly as the MAP 
domain size increases. We further observe that our proposed protocol performs better 
than previous ones.  

7   Concluding Remarks 

We proposed an efficient and secure authentication method for an initial local binding 
update in HMIPv6 as well as for fast handover in HMIPv6. Our scheme based on AAA 
and ticket to authenticate local binding update message. Also, we introduced a group key 
management scheme among MAP and ARs in a MAP domain for the protocol efficiency. 
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We analyzed security and performance using the random-walk mobility model and present 
numerical results based on it. As we seen in there, our protocol is secure against redirect 
and flooding attack and efficient in terms of the location update cost.  
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Abstract. Recently, the number of troubles about the user authenti-
cation for network services by phishing or spyware has been increasing.
Utilizing hardware tokens such as IC cards, OTP cards, USB keys, or
mobile phones are paid attention for making user authentications se-
cure. However, most of the existing methods tend to take a lot of ef-
fort and costs for introducing hardware tokens. In addition, although
the some methods are easy to be introduced, there are the problems
about eavesdropping of the authentication information by malicious-ware
such as key loggers. In this paper, we propose a user authentication
method which does not need input and send the authentication infor-
mation between a user terminal and a network service provider via the
Internet, instead a one-time token that is issued by the provider and
displayed as a matrix code on the user terminal, and the user reads
the information with a matrix code reader on the user’s mobile phone,
and convert and transmit it to the provider via a comparatively trusted
mobile phone carrier’s network. The prototype system is implemented,
and the user experiments which compare fix password type, two-factor
one-time password type, and proposed type, were performed. As a re-
sult of a questionnaire about the usability, it was verified that the pro-
posed method could impress users with comparatively high security and
usability.

1 Introduction

Recently, the number of troubles by phishing, pharming, and malware such as
spyware has been rapidly increasing[1]. These troubles indicate that even if users
use SSL/TLS encrypted communications which are recognized as secure ways,
there are many cases which cannot prevent malicious attacks. This notion means
that the ways of user authentication by typing a user name and a password with
SSL/TLS is not secure enough any more. In addition, the same thing could be
considered for interactions about personal information on the Web. Therefore,
the new methods for authenticating users and protecting personal information
on the Net are much required.
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For improving the security, hardware tokens such as IC cards[2], OTP cards[3]
or USB keys are usually used for the authentication of network services. However,
since these methods tend to take high costs for their installation and mainte-
nance, methods using mobile phones, which people already possess, are paid
attention[4]. Although the some methods are easy to be adopted, there are the
problems on eavesdropping of the authentication/personal information by key
loggers.

If we pay attention to the place where important information such as au-
thentication information is eavesdropped, we can find that most of troubles are
caused around NSPs(Network Service Providers) and user-agent environments,
where are loosely managed, not in the midway of the encrypted communication
path. Thus, we propose a new method, considering both of usability and secu-
rity, in this paper. The method provides the alternative communication path to
a user-agent. To materialize the path, a mobile phone and its matrix code reader
are utilized for the communication.

In Japan, mobile phones with the matrix code reader are widely spread among
people. According to NTT DoCoMo’s press release[5], we are able to guess that
the ratio which mobile phones equipped with the matrix reader is more than 60%.
The most widely used matrix code type is QR code (Quick Response code)[6],
and it can read a large amount of information as a matrix code quickly while
correcting without the errors. In addition, it can lead a user to an specific web
site quickly without pushing buttons on a mobile phone; therefore many users
and business companies use the feature.

With this method, mobile phones, which become hardware tokens, do not need
to be connected to user terminals. In addition, users can use the method without
installing any software into the user terminals. Therefore they are cost-effective
and widely adoptable.

In this paper, we present the method of the user authentication, and evaluate
the usability and the security. Finally, we suggest applied services and future
works.

2 Proposal Method

In this section, we propose SUAN (Secure User Authentication with Nijigen1

code) which is needless for users to input authentication information at the user
terminal.

2.1 Objective and Design Policy

The objective of this study is whether general users can use more secure au-
thentication easily without high cost and effort while they avoid troubles with
eavesdropping of authentication information unlike fix password methods. Espe-
cially, the main aim is to reduce troubles with phishing except man-in-the-middle
attack types, and eavesdropping of personal authentication information by key
loggers. Following is the design policy of SUAN:
1 In Japanese, ”Nijigen” means two dimension.
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– Users do not need to input any authentication information such as username
and password on the user terminals.

– No additional hardware on user terminals.
– No additional software installation on user terminals.
– Easy and simple authentication procedure.

2.2 Realization Method

We propose the authentication method that utilizing a mobile phone and a
matrix code reader on the phone as an authentication method with the design
policy.

Benefits of using matrix codes are to prevent incorrectly-inputs thanks to
automatic error-correction, and to embed much larger amount of information
compared with one-dimensional barcodes. In addition, carrier networks of mobile
phones can be thought as relatively trusted networks. When a user establishes a
home network, the user has to take a responsibility for the network problems such
as eavesdropping, even if a common user does not have enough knowledge for
the network. On the other hand, on a carrier network, its inner communication
equipment is not open to the public as an end-host, unlike the usual Internet.
Applications on the mobile phone mainly communicate with an end-host of the
Internet through a gateway. Moreover, carriers always pay attention to their
security because they have to take all responsibilities when there is a problem
on their systems. Therefore, the carrier networks are more reliable than home
users’ networks.

The authentication procedure consists of three steps. First, at an authenti-
cation server, a token is issued by relating with the session ID of a user au-
thentication server and a network service ID, and the token is displayed as
a matrix code image on the user terminal. Second, the user has his/her mo-
bile phone’s application read the code. The application processes some func-
tions with the parameters such as the phone unique ID or UIM/SIM card’s
ID, and transmits its result and the source token to the authentication server
via a relatively trusted mobile phone carrier’s network. Finally, the authenti-
cation server receives and verifies the result and the source token, and judges
whether the request is right or wrong. This is a kind of Challenge and Re-
sponse type authentication method, and the issued token correspond to the
Challenge.

Moreover, it is not necessary to use the matrix code reader if the tokens are
small amount of information and users can input easily into mobile phones.
However, the necessity to utilize the matrix code reader by this authentica-
tion method is high because it is desirable that a token can store away min-
imum dozens of bytes information for improving security, reducing troubles
of the input, sending correct information without an error, and raising the
expandability.
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2.3 System Configuration and Roles

Fig.1 shows the system configuration of SUAN.

Fig. 1. System configuration of SUAN

We separated the servers into three functional types. These types can be
integrated, however we designed the system in order to correspond the diverse
configurations and aims.

Network service provider’s server. Network services’ servers which use
SUAN. Web application servers are their representative.

User terminal. User terminals such as PCs for accesssing to networked-services
using SUAN authentication. Users are able to access the services by utilizing
user-agent software such as web browsers on the terminals. On a screen of the
user-agent, a matrix code image will be displayed.

User’s mobile phone device. A device for reading the matrix code by utilizing
matrix code readers and for transmitting the authentication information.

Matrix code generating server. A server for transforming tokens into matrix
code images.

Authentication server. This server issues one-time tokens which are related to
network services and user sessions, judges the authentication, sends the results,
and provides the authentication application on mobile phones and registration
services for users and network services. Fig.2 shows the content example of the
tokens for SUAN. This token is generated and issued by making use of a random
number and a hash function for every access request. In addition, this token’s
expiration time is, for instance, one minute after issued, and by doing this way,
the abuse of the tokens can be reduced.
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2.4 Reasons Why Servers Are Separated

The NSPs’ servers are independent of the authentication server because of the
following reasons. There is a restriction of the application of mobile phones.
For example, a mobile phone of NTT DoCoMo can only communicate with the
host, from which the mobile phone downloaded the application. The structure
is the same with the communication with Java Applet; the restriction is for the
advancement of security. Because of this restriction, if an authentication server
is not independent of an NSP server, each NSP has to download and install
the application of mobile phones in order to adopt our proposed authentication
method. In addition, the restriction will increase the efforts to choose applica-
tions of mobile phones. Thus, the authentication server should be separated from
each NSP server for more flexible structure, so that several carriers can share
the application of mobile phones.

Fig. 2. Example of token issued by SUAN

Through the extension, the risk of middle attacks might be higher among the
constituent servers; however, we will develop the reliability by using a bidirec-
tional SSL/TLS authentication method based on PKI to reduce the risk. At the
same time, even if KDDI and NTT DoCoMo have started the electronic certificate
services based on PKI, SecurityPass[7] and FirstPass[8] respectively, which are ap-
plicable for the client authentication in Japan, other carriers have not adopted the
certificate system. Therefore, we will offer an optional structure between the au-
thentication server and the NSP servers. Between these servers, the reliable com-
munication in practical use can be established by the bidirectional authentication.

In addition, matrix code generating servers are independent of other severs
because of the following reasons. Although the authentication server is an NSP
server, there is no major problem as long as the number of users is small. How-
ever, the independent authentication server has an advantage to deal with heavy
load by network traffic and matrix code generating tasks at the large scale user
authentication system in the future. In addition, authentication time is not af-
fected by the independent sever style because after a user agent received a web
page file from an NSPs’ severs, the user download the image files of matrix codes
from the matrix code generating server. Even in this case, processing time can be
shorten by requesting to generate the picture of matrix code right after issuing
a token on the authentication server.

2.5 Initial Setting

Installation of an application on a mobile phone and its registration
into the authentication server. As initial setting for using SUAN, a user
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should download the application into their mobile phone, launch it, and register
a PIN (Personal Identification Number) code, the identification number of the
mobile phone or the SIM/UIM card, and default users’ name with the application
and the authentication server. Furthermore, it is assumed that SUAN is able to
be used for the authentication of plural services with one application.

Service registration. Users are able to register with the application on their
mobile phone. The registration procedure is also done by making use of the
matrix code which represents a one-time token issued by a NSP.

2.6 Authentication Procedure

Step 1. A user’s access request to an authentication page (Fig.3)
Step 1-1. A user requests the authentication page to an NSP’s server.
Step 1-2. The NSP’s server requests a one-time authentication token to the
authentication server, by sending parameters such as a session ID and NSP ID
which specify the user-agent and the network service.
Step 1-3. The one-time token is issued on the authentication server, and regis-
tered into the token database.
Step 1-4. The authentication server returns the issued token to the NSP’s
server.
Step 1-5. The NSP’s server publishes the authentication page like HTMLs with
the token.
Step 1-6. The user-agent requests the matrix code image file to a matrix code
image generating server while the agent sends the token string based on the
authentication page information.
Step 1-7. The matrix code image generating server generates the matrix code
image file.
Step 1-8. The matrix code image generating server returns the image file to the
user-agent.

Step 2. Interaction for the verification between the mobile phone and
the authentication server (Fig.4)
Step 2-1. The user launches the authentication application of the user’s mobile
phone, and reads the token of the matrix code displayed on the user-terminal
display by using the matrix code reader.
Step 2-2. The authentication application computes the one-way hash function
with the read token, the unique ID of the user’s mobile phone, the PIN code for
the application, and the username for the NSP on the mobile phone.
Step 2-3. The user’s mobile phone transmits the read token, the result of the
function which was computed at Step 2-2, and the username for the NSP to the
authentication server.
Step 2-4. The authentication server confirms whether the received username
for the NSP exists or not. If it does, the server queries the user information
database to retrieve the unique ID of the user’s mobile phone and the PIN code
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Fig. 3. Flow of the access to the user authentication page

Fig. 4. Flow of the authentication procedure from the mobile phone application to the
authentication server

for the authentication application with the username as the search key; the server
computes the same one-way hash function as Step 2-2 with the parameters, and
compares the result to the received data with the mobile phone. If they are not
same, the authentication fails. Moreover, the server seeks the token record with
the received NSP’s ID and token, and gets the expiration time; if the current
time is over the expiration time, the authentication fails.
Step 2-5. The authentication server returns the authentication result to the
user’s mobile phone.
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Step 3. Processes after the authentication judgment (Fig.5)
Step 3-1. The user clicks the link displayed on the user-agent toward the authen-
tication confirmation page, and queries the authentication result to the NSP’s
server.
Step 3-2. The NSP’s server requests the authentication result to the authenti-
cation server with the session ID and the NSP’s ID.
Step 3-3. The authentication server confirms the status of the authentication
from the self database.
Step 3-4. The authentication server returns the result to the NSP’s server.
Step 3-5. The NSP’s server returns the page information such as HTML in-
cludes the result from the authentication server to the user-agent.

3 Prototype Experiment

We developed the prototype system of SUAN, and conducted the experimenta-
tion. This method is more secure than fixed password methods, but it is easier
to use because what a user should do are only launching the application on the
mobile phone and having it read matrix code.

Moreover, users, who are not good at keyboard typing, are able to use this
method simply and easily without an error such as mistyping. In this section,
we will discuss the experimentation and the results.

3.1 Usability Experiment

In order to evaluate the usability of SUAN, we conducted comparison experi-
ments between fixed password type, two factor authentication with OTP (one-
time password) type, and SUAN by asking examinees have real experience. The
examinees consisted of thirteen university students and one faculty member.

Following is the experimental steps:
1. The examiner explains the authentication method and experiment summary.
2. An examinee accesses to the special web site that conducts the experiment.
3. The examinee tries each authentication task ten times consecutively for each

method.
4. The examinee answers the questionnaire on the web site.

For the experiment of the fixed password type, we asked the examinees to
input ”suanuser” as the username and ”su3an!/” as the password which were
strong for dictionary attacks. For the experiment of the two factor authentication
of OTP type, PIN code was displayed on the web page, and one-time password
was issued and displayed on the screen of the mobile phone everytime when a
user pushed the button, interacting between mobile phone and the web server.
For the experiment of SUAN type, the authentication tasks were done repeatedly
at the SUAN authentication web site.

The web questionnaire includes items using a five-point Likert scale about
matrix codes and security, and items using SD (Semantic Differential) method
for measuring subjective impression levels. The relation between scores and the
items of the SD method is shown on Table. 1.
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Fig. 5. Flow of the authentication procedure from user terminals

Table 1. Examined items for the impression about authentication methods and their
scores

Examined items Impression words and their scores

Easiness Difficult 1pt <–> 5pt Easy
Security Secure 5pt <–> 1pt Insecure

Memorableness Memorable 5pt <–> 1pt Unmemorable
Simplicity Simple 5pt <–> 1pt Complex

Unforgettableness Forgettable 1pt <–> 5pt Unforgettable
Responsiveness Fast 5pt <–> 1pt Slow

3.2 Results and Discussion

Task times. Results of the task times of each fixed password, two-factor au-
thentication type OTP, SUAN are shown in the Fig. 6. The results of fixed
password and OTP show the time length after the examinees open the web
page until the authentication server receives username and password. The re-
sult of SUAN is divided into two type, SUAN1 and SUAN2. SUAN1 shows time
length between current authenticated time and previous authenticated time, and
SUAN2 indicates time length between the time when the examinees pushes the
authentication starting button on the mobile phone and the time when the au-
thentication result returns to the mobile phone. As the results, we were able
to confirm the almost stable status after 7th because examinees should learn
how to proceed the task in the early stage and accustomed to doing tasks in
the later stage of each system. Therefore, we adopted the average of typing
task time after 7th authentication the results are shown in Table.2. The results
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Table 2. Averages of the time length of each authentication task after 7th (sec.)

Fix password OTP SUAN1 SUAN2

Avgarage value 12.3 14.2 30.5 18.3
Minimum value 6.3 6.8 17.1 10.0
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Fig. 6. Results of the time of the task for each authentication method

indicate that SUAN1 takes the task time approximately 2.5 and 2.15 times as
longer than fixed password type and OTP type respectively, and SUAN2 does
approximately 1.5 and 1.3 times respectively. The time length of SUAN authen-
tication is largely affected by starting times of a mobile phone’s communication
and the matrix code reader. However, the time length is expected to be reduced
by the hardware technologies in the near future.

Mistype of authentication information. There is a problem of mistyp-
ing in the fixed password type and two-factor authentication OTP type. In
this experiment, mistyping rates of the fixed password type and the OTP type
were approximately 13.5% and 18.7% respectively. On the other hand, in case
of SUAN type, there was no mistyping; and this result indicates that the dif-
ferences of the time length between SUAN and the other methods can be
reduced.

Questionnaire results. The results of the web questionnaire by the SD method
are illustlated in Fig.7. Although the SUAN authentication takes the longer task
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Fig. 7. Results of impression level about each authentication method by the SD method

time, SUAN is the most positive in the all question items except ’Easiness’
and ’Responsiveness’. Especially the result of ’Unforgettableness’ is remarkably
higher than the others, and it seems because the examinees do not need re-
member and input the password at all. Therefore, the SUAN authentication has
positive impression of both of the security and the usability to the examinees.

4 Conclusion

In this paper, we presented the method for materializing the user authentication
which can authenticate users without typing username and its password on the
user terminal such as PC, by making use of matrix code readers on mobile
phones. we evaluated the usability of the prototype system. SUAN is able to
be implemented without any additional software installation on user terminals
such as PCs by utilizing a matrix code reader, which are widely used in Japan.
Therefore, SUAN is easy to introduce, and there is a possibility which can be
used widely among home users.

Futhermore, the method is able to send the authentication information from a
users’ mobile phone to the authentication server and a NSP’s server that is secure
communication way, when a user communicates between relatively unreliable
PC and NSP’s web servers. Consequently, it is considered as a securer user
authentication. As for the usability, the easiness is thought as high, because
users only push the button for launching the authentication application and
hold up a mobile phone against a matrix code for the authentication.
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In the near future, we will enhance the security of the authentication by
making use of public-key encryption. In addition, we will develop a personal
information protection by utilizing the proposed authentication method.
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Abstract. Version 2.0 of the Open Mobile Alliance’s Digital Rights
Management Specification provides for protected content to be shared
amongst a collection of devices in a domain. Domains are created and
managed directly by the rights issuer that issues rights to the domain.
In this paper, we propose to devolve the management of domains to a
domain manager known as Heimdall that acts as a broker between the
devices in an authorised domain and any content providers from which
content for the domain can be sourced. We describe and compare three
different modes in which Heimdall might operate.

1 Introduction

Digital rights management (DRM) systems are used to control the use and distri-
bution of copyrighted content. Copyright owners’ fears of financial losses caused
by widespread copyright infringement have seen digital rights management be-
come a very active field of research over the past decade.

Early digital rights management systems worked by protecting content in such
a way as to render it usable on only one device. In real life, a group of users who
share similar interests might like to access content as a group, and individual
users would like to access content using any of the devices that they own. The
users would like to obtain content from multiple rights issuers.

Recognising this, numerous DRM systems have been proposed that support
the concept of an authorised domain [1,3,5,6,9,10]. An authorised domain is a
group of devices that may share access to a pool of content that has been granted
to that domain. A typical authorised domain, for example, may consist of all of
the devices within one household.

The Open Mobile Alliance (OMA) is an organisation that specifies mobile
service enablers that ensure service interoperability across devices, geographies,
service providers, operators, and networks. Of particular interest to this paper,
� This work was carried out while the author was at the University of Wollongong.
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OMA has recently approved the enabler for OMA DRM Version 2.0 [8], which
specifies a digital rights management system for use with mobile phones.

The OMA DRM system consists of

– rights issuers (RIs) who are responsible for (1) providing rights objects (ROs)
that permit access to protected content and (2) managing domains within
which ROs may be shared; and

– DRM agents that permit users to to consume protected content according
to the rights specified in ROs.

Figure 1 shows a domain containing three devices.
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Fig. 1. OMA DRM domain system

The base OMA specification requires that devices interact individually with
every RI from which they wish to obtain content. In this paper, we propose to
introduce a broker between a domain and an arbitrary number of RIs that

– relieves RIs from interacting with every domain member individually;
– provides a single sign-on point through which user devices can access all of

the content to which they are entitled; and
– provides a caching service that reduces the level of traffic between RIs and

user devices.

Architectures of this kind can also be used to provide inter-operability between
devices and right issuers supporting a number of different digital rights manage-
ment regimes [4], but in this paper we only consider the OMA DRM regime.

In order to introduce the broker, we separate the function of the RI into two
components:

– the functional responsibilities of creating domains and providing ROs for the
domain; and

– the group management responsibilities of admitting devices to and removing
devices from the domain.
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Functional responsibilities will remain with the RI but group management re-
sponsibilities will be devolved to the broker.

We call the broker Heimdall, after the Norse deity charged with guarding the
bridge that links the realm of the gods with the realm of humans. Our Heimdall
is a software application or hardware device that interacts with RIs on one hand
and the user devices in a domain on the other, as shown in Figure 2.
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Fig. 2. Our proposed domain management system

A stand-alone instance of Heimdall may be installed at a location shared by
the domain members, or Heimdall may be implemented as a service by network
carriers. Heimdall is registered to all of the rights issuers that the domain mem-
bers wish to use, and thereafter all communication between users’ devices and
the rights issuers is conducted via Heimdall.

1.1 Paper Organisation

We will give a description of the OMA DRM Version 2.0 specification in
Section 2. We will then describe and analyse three different modes in which
Heimdall might operate, with increasing degrees of responsibility placed on
Heimdall:

– as a simple relay in Section 3;
– as a member of the domain in Section 4; or
– as a rights issuer in its own right in Section 5.

We describe how each mode can be implemented using the OMA RO Acquistion
Protocol suite, and argue that the security properties of the new system are
equivalent to those of the base OMA specification.

We will then give a comparison of the three modes and discuss Heimdall’s
relationship with other domain management frameworks in Section 6. Finally,
we will conclude the paper in Section 7.
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2 OMA DRM

2.1 Security Model

The security of the OMA DRM system depends on DRM agents being certified
by the Content Management License Administrator (CMLA) [2] to meet tamper-
resistance requirements specified by OMA. These requirements are designed to
prevent dishonest users from extracting unprotected content, decryption keys
or devices’ private keys from devices. Every certified device has a unique pri-
vate/public key pair.

Protected content is distributed in an encrypted format called the DRM Con-
tent Format (DCF). Each DCF file is encrypted using a random content encryp-
tion key (CEK) and can be freely distributed using any convenient method. The
content encryption key is included in any RO that awards permission to use the
associated content, and the sensitive parts of the RO (including the CEK) are
encrypted using a rights encryption key (REK). The REK for an RO must be
obtained from the RI that issued that RO using the Rights Object Acquisition
Protocol (ROAP), which will be described in detail below.

In addition to the supplying the CEK, the RO sets out what the recipient
device is permitted to do with the content (play, install, etc.) and under what
constraints the the content may be used (the number of times it may be played,
etc.). In this paper, we are only concerned with the cryptographic components
of ROs.

The integrity of an RO is protected by having it signed by the RI that issued
it. A DRM agent must obtain the RI’s certificate chain using ROAP messages
and verify the RI’s signature before using an RO. This prevents dishonest users
from modifying ROs in order to grant themselves permissions that have not been
granted by a recognised RI.

2.2 Domains

OMA DRM uses the concept of a domain to share content among a group of
users. Domains are created by an RI, and DRM agents may join or leave a domain
by making a request to the RI that created the domain. ROs intended for the
domain are encrypted using an REK itself encrypted with a domain key that is
unique for that domain. A DRM agent receives the domain key upon joining a
domain, and deletes it after leaving a domain, using protocols described below.

2.3 ROAP Messages

OMA DRM specifies four protocols for obtaining ROs and managing domains.
All of the protocols are executed between an RI and a DRM agent. Every protocol
may be initiated by a DRM agent, or an RI can request that a DRM agent begin
the protocol by sending it a trigger. A typical sequence of messages is shown in
Figure 3.
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Registration. Before a DRM agent can process ROs issued by some RI, it must
execute the Registration Protocol with that RI. This protocol allows the RI
and DRM agent to exchange parameters; the RI to verify that the DRM
agent has been certified by the CMLA; and the device to request that the
RI prove that its certificate chain is still valid using the Online Certificate
Status Protocol (OCSP) [7].

Join Domain. The Join Domain Protocol is used to join a device to a domain
after it has been registered to the RI that controls that domain. After a
successful run of the protocol, the client will have the domain key.

Rights Object Acquisiton. The Rights Object Acquisition Protocol enables
DRM agents to obtain rights objects from an RI for content that has been
protected by that RI. After successfully completing the protocol, the DRM
agent has the RO required to use the content and the REK for that RO.

Leave Domain. A DRM agent can leave a domain by deleting all of the infor-
mation associated with that domain (including the domain key) and initiat-
ing the Leave Domain Protocol with the RI.

In the Heimdall framework, Join Domain, RO Acquisition and Leave Domain
requests will be processed by Heimdall as a proxy for RIs. In the mode described
by Section 5, Heimdall will also process registration requests.

2.4 Security Goals

The goal of an attacker in a DRM system is to exercise rights over content that
have not been granted by a legitimate rights issuer, that is, to perform an action
that is not permitted by any valid rights object.

The OMA DRM specification analyses various attacks that can be mounted
on the DRM system. The specification assumes that an adversary is able to:

– listen to the communication channels between the DRM agent and RI; and
– read, modify, remove, generate and inject messages in this channel.

We will require our Heimdall framework to meet the same requirements for
defeating these attacks as the base OMA system.

3 Option 1: Heimdall as a Relay

In the first approach, Heimdall simply acts as a relay. Heimdall does not have
access to the domain key or the decrypted ROs at any time, and therefore does
not need to meet high tamper-resistance requirements. RIs are responsible for
creating domains and providing ROs to devices in the domain, as well as creating
the Join Domain and Leave Domain responses for each device in a domain. An
example sequence of messages is shown in Figure 8.

Initialisation. Devices use the Registration Protocol to register directly with
any RI they wish to use prior to the initialisation of Heimdall. Users wishing to
form a domain must communicate the proposed members of the domain to the
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RI Device

� Device Hello

�RI Hello

�Registration Request

�Registration Response

� Join Request

�Join Response

� RO Request

�RO Response

etc.

� Leave Request

�Leave Response

Fig. 3. A typical sequence of messages in an OMA domain. Each shaded box denotes
a protocol defined by OMA.

RI, and supply the identity of the instance of Heimdall that they wish to use
for managing the domain. If the domain is successfully created, the RI provides
Heimdall with the response to a Join Domain request for each of the devices
in the proposed domain, as if that device had requested to join the domain.
These responses will later be forwarded to devices when they transmit a Join
Domain request to Heimdall. Note that Heimdall must be initialised separately
for every domain that it manages in order to obtain the appropriate Join Domain
responses for that domain, even if those domains are created by the same RI.

Joining Domains. After Heimdall has been initialised for a domain, it sends a
Join Domain Trigger to all of the devices enrolled with the RI to be in this do-
main. The devices then join the domain by completing the Join Domain Protocol
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Device Hello: ROAP Version, Device ID, Supported Algorithms,
Extensions

RI Hello: Status, Session ID, ROAP Version, RI ID,
Selected Algorithms RI Nonce, Authorities,
Server Info., Extensions

Registration Request: Session ID, Device Nonce, Request Time, Cert.
Chain, Authorities, Server Info., Extensions,
Signature

Registration Response: Status, Session ID, RI URL, Cert. Chain, OCSP
Resp., Extensions, Signature

Fig. 4. OMA Registration Protocol. The signatures in the request and response mes-
sages are over all data transmitted so far in the protocol.

Join Domain Request: Device ID, RI ID, Device Nonce, Request Time,
Domain ID, Cert. Chain, Extensions, Signature

Join Domain Response: Status, Device ID, RI ID, Device Nonce, Domain
Info., Cert. Chain, OCSP Resp., Extensions,
Signature

Fig. 5. OMA Join Domain Protocol

RO Request: Device ID, Domain ID, RI ID, Device Nonce,
Request Time, RO Info, Cert. Chain, Extensions,
Signature

RO Response: Status, Device ID, RI ID, Device Nonce,
Protected ROs, Cert. Chain, OCSP Resp.,
Extensions, Signature

Fig. 6. OMA RO Acquisition Protocol

Leave Domain Request: Device ID, RI ID, Device Nonce, Request Time,
Domain ID, Cert. Chain, Extensions, Signature

Leave Domain Response: Status, Device Nonce, Domain ID, Extensions

Fig. 7. OMA Leave Domain Protocol

with Heimdall, which uses the pre-prepared responses that it received from the
RI. Completion of this protocol gives the devices access to the domain key.

RO Acquisition. Once devices have joined the domain, they can request ROs
for the domain from Heimdall. If Heimdall has the desired RO, it provides this
RO to the device. Otherwise, Heimdall forwards the request to the RI and obtains
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Fig. 8. (a) Creating, joining and leaving a domain in Option 1 and (b) acquiring a
rights object

the RO Response. It forwards the RO Response to the requesting device, and
stores a copy itself in order to serve any future requests for the same RO.

Leaving Domains. Devices can leave a domain by executing the Leave Domain
Protocol with Heimdall.

3.1 Security

Device registration in this mode is identical to that used in the base OMA
specification and so obviously has the same security properties.

The OMA specification requires nonces to be used in request/response pairs
in order to prove that the RI is “live”, that is, responses are being computed in
response to a particular request and not being replayed from storage. Caching the
Join Domain and RO Responses on Heimdall obviously breaks this requirement,
and standard OMA devices will reject forwarded Join Domain and RO Response
messages because their nonces do not match. In the remainder of this section,
we will assume the use of non-standard devices that do not respect the nonce
but otherwise behave as normal OMA devices.

Since devices have been pre-approved for joining the domain during the ini-
tialisation phase, replaying the Join Domain Response will not gain an attacker
any privileges that he or she didn’t have already. If Heimdall or an RI wishes
to begin refusing permission for a device to enter a domain, however, a do-
main upgrade must be performed. This procedure is defined by OMA and allows
a compromised domain key to be renewed by requiring legitimate devices to
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re-join the domain in order to receive a new domain key. In the present context,
this means re-initialising Heimdall.

OMA provides protection against replay attacks on ROs separately from the
acquisition protocol. ROs containing usage constraints that require state in-
formation (such as a counter or meter) to be kept must have globally unique
identifiers and devices must securely store the identifiers of any such ROs that
they have been given. If a purportedly new RO arrives with the same identifier
as one that has already been seen by the device, the new RO must be rejected.
ROs without stateful constraints can be replayed without any affect on the secu-
rity of the system. Any replay attack on the RO Acquisition Protocol, therefore,
will be caught by the devices’ replay protection system.

Aside from the foregoing observation about liveness, it is is easy to see that
Heimdall in this mode simply forms a channel between the RI and devices that
is no different from the usual channel between the RI and devices. The security
properties of OMA’s messages are therefore unchanged in this mode.

4 Option 2: Heimdall as a Domain Member

In this method, we will allow Heimdall to have access to the domain key; that
is, Heimdall is itself a member of the domain. Heimdall is then able to provide
the domain key to a user device by encrypting the domain key with the public
key of this device. An example sequence of messages using this option is shown
in Figure 9.

The main advantage of this method is that during the joining of the domain,
RIs need not be responsible for encrypting the domain key with the public key
of the user device. However, we now require that Heimdall meet OMA’s tamper-
resistance standard since it has the domain key and has the ability to decrypt
ROs obtained from RIs.

Initialisation. Devices are registered directly with RIs using the Registration
Protocol. Heimdall is then registered using the same protocol, and the list of
devices that have enrolled with the RI for this domain is passed to Heimdall in
the Extensions field of the Registration Response. Heimdall then executes the
Join Domain Protocol with the RI in order to obtain the domain key.

Joining Domains. Devices join a domain by executing the Join Domain Pro-
tocol with Heimdall as shown in Figure 10. Heimdall verifies the identity of the
device using the registration details provided by the RI, and constructs a pos-
itive Join Domain Response by encrypting the domain key with public key of
the requesting device. The original Join Domain Response obtained by Heimdall
from the RI is appended to the Extensions field of the new message, and the
message is signed by Heimdall before returning the response to the device.

RO Acquisition. Devices may acquire ROs by executing the RO Acquisition
Protocol with Heimdall as shown in Fig. 11. If Heimdall does not have a copy
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(a)

RI

Heimdall

Device

� �Registration Protocol

� �Registration

�Join Request

�Join Response

�Join Request

�Join Response

� �RO Acquisition � �RO Acquisition

�Leave Request

�Leave Response

(b)

RI Heimdall Dev. 1

Dev. 2

�RO Request

�RO Request

�RO Response

�RO Response

�RO Request

�RO Response

Fig. 9. (a) Creating, joining and leaving domains for Option 2 and (b) acquiring a
rights object

of the requested RO, it obtains it from the RI using the normal RO Acquisition
Protocol and caches it as in Option 1.

Heimdall replaces the device nonce in the RO Response from the RI with
the device nonce supplied by the requesting device, and appends the original
RO Response to the extensions field of the re-written message. Heimdall then
replaces the the RI’s certificate chain and signature with its own and forwards
the re-written response to the device.

Leaving Domains. The devices leave the domain by executing the OMA Leave
Domain Protocol with Heimdall.

4.1 Security

Device registration is identical to that used in the base OMA specification. The
initial execution of the Join Domain Protocol between Heimdall and the RI is
identical to the standard procedure for joining a device to a domain.

Given that Heimdall is trusted to check requests to join a domain against the
list of devices supplied by the original RI, it is not possible for a device to join
a domain unless it has been approved by the RI. This is the same as the base
OMA specification.

Theoretically, devices can establish trust in Heimdall by following the cer-
tificate chain provided in the re-written Join Domain and RO Responses. Given
that the device trusts Heimdall, it can be assured that the response was approved
by a genuine RI. Devices can also check the original response by examining the
extensions field of the re-written response.
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Heimdall → RI: Heimdall ID, RI ID, Heimdall Nonce, Request
Time, Domain ID, Heimdall Cert. Chain,
Extensions, Heimdall Signature

RI → Heimdall: Status, Heimdall ID, RI ID, Heimdall Nonce,
Domain Info. RI Cert. Chain, RI OCSP Resp.,
Extensions, RI Signature

Device → Heimdall: Device ID, RI ID, Device Nonce, Request Time,
Domain ID, Device Cert. Chain, Extensions,
Device Signature

Heimdall → Device: Status, Device ID, RI ID, Device Nonce,
Re-encrypted Domain Info., Heimdall Cert. Chain,
Heimdall OCSP Resp., RI Response, Heimdall
Signature

Fig. 10. Option 2 Join Domain Protocol, including the initial joining of Heimdall to
the domain

Device → Heimdall: Device ID, Domain ID, RI ID, Device Nonce,
Request Time, RO Info, Device Cert. Chain,
Extensions, Device Signature

Heimdall → RI: Heimdall ID, Domain ID, RI ID, Heimdall Nonce,
Request Time, RO Info, Heimdall Cert. Chain,
Extensions, Heimdall Signature

RI → Heimdall: Status, Heimdall ID, RI ID, Heimdall Nonce,
Protected ROs, RI Cert. Chain, RI OCSP Resp.,
Extensions, RI Signature

Heimdall → Device: Status, Device ID, RI ID, Device None, Protected
ROs, Heimdall Cert. Chain, Heimdall OCSP Resp.,
RI Response, Heimdall Signature

Fig. 11. Option 2 RO Acquisition Protocol

Standard OMA devices, however, may expect to find the certificate chain of
the original RI in the responses and be confused by finding Heimdall’s instead.
The exact behaviour of a device may vary from implementation to implementa-
tion since the OMA specification does not specifically consider the case in which
a valid certificate chain is provided, but is for a different entity than the one
that originally issued the RO.

5 Option 3: Heimdall as a Rights Issuer

In this method we extend the responsibilities of Heimdall to registration of de-
vices on behalf of the RI. This reduces the amount of traffic between Heimdall
and the RI. An example sequence of messages using this option is shown in
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(a)

RI Heimdall Device

� �Registration

� �Registration

�Join Request

�Join Response

�Join Request

�Join Response

� �RO Acquisition � �RO Acquisition

�Leave Request

�Leave Response

(b)

RI Heimdall Dev. 1

Dev. 2

�RO Request

�RO Request

�RO Response

�RO Response

�RO Request

�RO Response

Fig. 12. (a) Creating, joining and leaving domains for Option 3 and (b) acquiring a
rights object

Figure 12. In this method, the RI and the user devices cannot authenticate each
other directly and thus have to completely trust Heimdall.

Initialisation. Devices are registered with Heimdall using the Registration Pro-
tocol. Heimdall registers with any RI it wishes to use using the Registration
Protocol, and at the same time it provides the details of all of the devices regis-
tered to it so that the RI can charge the users accordingly. Heimdall then joins a
domain and obtains the domain key from the RI that created the domain using
the Join Domain Protocol as normal.

Joining Domains. Devices join the domain by executing the Join Domain
Protocol with Heimdall. As in Option 2, Heimdall re-encrypts the domain key
using the public key of the incoming device, and transmits this to the device
using the Join Domain Response message as if Heimdall were a normal RI.

RO Acquisition. User devices request and obtain content and ROs from Heim-
dall using a similar process to that used in Option 2. Heimdall obtains ROs from
the original RI by executing the RO Acquisition Protocol as if it were a normal
OMA device. Heimdall then replaces the RI’s signature on the RO with its own
signature, which is recognised by the devices that have registered with Heimdall.
Devices that have registered to Heimdall can then obtain the RO by executing
the RO Acquisition Protocol with Heimdall as if it were a normal OMA RI.

Leaving Domains. Devices leave the domain by executing the Leave Domain
Protocol with Heimdall.



Distributed Management of OMA DRM Domains 249

5.1 Security

The relationship between Heimdall and user devices in this mode is identical to
that between the RI and user devices in the base OMA specification. If Heimdall
behaves identically to the original RI given the same input, it is easy to see
that the system has identical security properties to those of the base OMA
specification. To ensure this, it is necessary to assume that Heimdall has access
to the domain membership policy supported by the RI, cf. [3].

If all domains have the same policy for admitting members (e.g. “at most n
devices may be in the domain at any one time”), this policy can be coded into
Heimdall at the time it is manufactured. If RIs support more than one kind of
domain policy, the RI must communicate its policy to Heimdall as part of the
Extensions field in the initial Join Domain Response sent to Heimdall.

Given that Heimdall is trusted to follow the domain policy, it is easy to see
that it will behave exactly like the original RI and the domain will operate
exactly as if it were managed directly by the RI.

6 Discussion

Table 1 gives a summary of the features of each of the three options we have
discussed, and compares these (where applicable) to the original OMA DRM
system. We summarise

– whether or not Heimdall is required to be tamper-resistant
– whether or not Heimdall is required to implement a domain policy
– the computational load placed on Heimdall;
– the computational load placed on the RI;
– the increase in latency caused by inserting the intermediary; and
– whether or not the mode can support standard OMA devices.

Table 1. Comparison between OMA DRM and the three options discussed here

OMA DRM Option 1 Option 2 Option 3

Heimdall tamper-resistance No No Yes Yes
Heimdall domain policy No No No Yes
Heimdall load None Storage Re-write Total
RI load Total RO issue RO issue RO issue
Latency None Low High High
OMA Compliant Yes No Unclear Yes

6.1 Other Domain Management Frameworks

The notion of a domain manager is also used in authorised domain frameworks
proposed by Koster, et al. [3], Popescu, et al. [10] and Marlin [5]. The systems
proposed by Koster, et al. and Popescu, et al. provide broadly similar func-
tionality to that provided by the Heimdall framework, but are not implemented
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within a standardised framework such as OMA. The Marlin specification was
not available for public discussion at the time of writing.

The authorised domain frameworks proposed by Thomson [1] and the TIR-
AMISU Project [6] distribute the domain key to domain members by use of
smartcards. The xCP framework proposed by IBM [9] is similar in that no nom-
inated domain manager is required, but domain members distribute the domain
key amongst themselves using a peer-to-peer protocol. These frameworks, how-
ever, are designed to support only household-type domains and it is not clear
how well they would scale to larger domains.

7 Conclusion

We have described Heimdall, a domain management system for interacting with
multiple RIs. The proposed framework provides the ability for users to join the
domain, obtain content, transfer content between domain members and leave
the domain. The introduction of Heimdall reduces the amount of computation
performed by RIs, and reduces and the traffic between user devices and RIs.

We have compared the trade-offs made in three different modes in which
Heimdall could operate, and shown that each mode can implemented so as to
have the same security properties as the base OMA specification.
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Abstract. In this paper, we discuss collusion-secure traceability codes
for digital fingerprinting which is a technique for copyright protection of
digital contents. We first state a generalization of conventional collusion
attacks where illicit users of a digital content collude to create an ille-
gal digital content. Then we propose a collusion-secure traceability code
which can detect at least one colluder against it. We show the rate and
properties of the proposed traceability code.

1 Introduction

Digital fingerprinting is a technique to allow tracing illicit users of digital con-
tents such as software, digital movies or audio files. When digital contents are
distributed with fingerprinting technique, a unique codeword (fingerprint) to
each user is embedded into the original contents by a watermarking technique.
Fingerprinting techniques are devised to tackle the problem that some illicit
users (colluders) collude to make pirated contents. When an illegally pirated
content created by colluders is observed, the detector estimates the colluders’
fingerprints. When the number of colluders is not greater than a positive integer
T , a code which can detect at least one colluder is called a T -traceability code.
A T -traceability code is a strong version of a frameproof code and an identifiable
parent property (IPP) code [6,8].

A well-discussed collusion attack is called the interleaving attack [3] where
each symbol of the illegal fingerprint is selected among symbols of colluder’s
fingerprints [1,2,6,7,8]. Another well-known collusion attack is the averaging
attack [9,10] where symbols of colluders’ fingerprints are averaged and set to
the symbol of the illegal fingerprint. Although S. He and M. Wu have discussed
the performance difference of fingerprinting codes against these attacks in [3], no
T -traceability codes which can handle with the both attacks have been devised.

In this paper, we extend a collusion attack so that it includes both interleaving
attack and averaging attack as a special case and we propose a collusion-secure T -
traceability code against it. We devise a construction method of a T -traceability
� This work is supported by Waseda University Grant for Special Research Project

No. 2006B-293.
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code by concatenation of a certain type of an integer set and an error-correcting
code. We discuss a method for increasing the rate of the T -traceability code by
allowing some detection error of symbols of the inner code. We also derive a
condition for detecting more than one colluders.

2 Preliminary

2.1 Digital Fingerprinting

Let Γ = {u1, u2, . . . , uM} be the set of M users for a given digital content w.
Denote the fingerprint (codeword) of a user ui ∈ Γ by ci = (ci,1, ci,2, . . . , ci,N ) ∈
I(q)N where I(q) denote a set of q integers. Then C = {c1, c2, . . . , cM} is a
set of fingerprints (fingerprinting code) for users of the digital content. The
supplier of the digital content embeds each fingerprint ci into the digital con-
tent by a watermarking technique so that users cannot detect their embedded
fingerprints. We assume that the watermarked content for the user ui ∈ Γ is
vi = (vi,1, vi,2, . . . , vi,N ) such that

vi,j = wj + αjci,j , 1 ≤ j ≤ N, (1)

where αj is just-noticeable-difference (JND) from human visual system models
[11].

Some illicit users (colluders) might compare their watermarked contents to
know where their imperceptible fingerprints are embedded. Then they attempt
to create a pirated content with an illegal fingerprint and they use it for an illegal
purpose. This procedure is called collusion attack. Throughout of this paper,
we assume that the set of colluders is S = {u1, u2, . . . , u|S|} where |S| ≤ T for
simplicity. We denote the illegal fingerprint obtained from the pirated content by
y = (y1, y2, . . . , yN) ∈ RN . We assume that the detector of the colluders knows
the original digital content w and the JND coefficients α = (α1, α2, . . . , αN ).
The detector of the colluders estimates the set of colluders S when it observes
the illegal fingerprint y. In the studies of digital fingerprinting, it is important
to construct a fingerprinting code which can detect one or more colluders in S
from the pirated content.

2.2 Collusion Attack

We describe collusion attacks in previous studies and the collusion attack con-
sidered in this paper. Most of previous studies have considered the interleaving
attack and the averaging attack.

Definition 1 (Interleaving Attack [1,6,7]). For j = 1, 2, . . . , N , let Cj(S) =
{c1,j, c2,j , . . . , c|S|,j} be a set of the j-th symbol of the colluders’ fingerprints in
S. The colluders create the j-th symbol of y by selecting one of the symbols in
Cj(S). �
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Fig. 1. Illustration of Collusion Attack

Definition 2 (Averaging Attack [9,10]). The colluders create the j-th sym-
bol of y by averaging all of the j-th symbols of the colluders’ fingerprints. i.e.,

yj =
1

|S|
∑

i|ui∈S
ci,j . (2)

where ci = (ci,1, ci,2, . . . , ci,N ) and the addition is carried out in real numbers.
�

Remark 1. Since the colluders cannot see their fingerprint symbols in the wa-
termarked content, they actually select one of the j-th component of the water-
marked content vi, i ∈ S, in the interleaving attack. In this case, the detector of
the fingerprint can obtain yj by yj = (vi∗,j − wj)/αj where i∗ denotes the user
index of the selected symbol.

When the colluders commit the averaging attack, the j-th symbol of the wa-
termarked content vi, i ∈ S are averaged. In this case, since

v′j =
1

|S|
∑

i|ui∈S
vi,j = wj +

αj

|S|
∑

i|ui∈S
ci,j , (3)

the detector of the fingerprint can obtain yj by yj = (v′j − wj)/αj .
Hereafter, to simplify the discussion, we only describe the illegal fingerprint

without original content. Even in this case, the discussion is not essentially
different. �

In conventional studies, these collusion attacks have been considered separately.
In this paper, we assume the following collusion attack.

Definition 3 (Collusion Assumption)
When the colluders create the j-th symbol of y, they select a subset of the j-th
symbols of colluders’ fingerprints. We denote the set of users’ indexes of the
selected subset by Sj . The all symbols in the selected subset Sj are averaged
and the averaged value is set to the j-th symbol of y. i.e., we have

yj =
1

|Sj |
∑

i|ui∈Sj

ci,j (4)
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where the summation is carried out in real numbers. �

This collusion attack is reduced to the interleaving attack when |Sj | = 1 for
j = 1, 2, . . . , N and the averaging attack when |Sj | = |S| for j = 1, 2, . . . , N .

3 Proposed Code Construction Against Generalized
Collusion Attack

3.1 T -Traceability Code

We will discuss code construction against the new collusion attack. First, we
define the Hamming distance between a symbol and a symbol set. We define the
following sets:

Yj = {ci,j | ui ∈ Sj}. (5)

Y = {x = (x1, x2, . . . , xN )| xj ∈ Yj , 1 ≤ j ≤ N}. (6)

The set Yj expresses a set of candidate symbols which may give the j-the symbol
of the illegal fingerprint y. We define the Hamming distance between a symbol
xj and the set Yj as

δ(xj , Yj) =
{

0, if xj ∈ Yj ;
1, otherwise. (7)

We define the Hamming distance between the sequence x = (x1, x2, . . . , xN ) and
the set Y as

dH(x, Y) =
N∑

j=1

δ(xj , Yj). (8)

We define a T -traceability code against the new collusion attack.

Definition 4 (T -Traceability Code). For a set of colluders S such that |S| ≤
T and any uj ∈ Γ \ S, if there is at least one colluder ui ∈ S satisfying

dH(ci, Y) < dH(cj , Y), (9)

then the code C is called the T -traceability (TA) code. �

A T -TA code enables us to detect at least one colluder in S by simply calculating
the Hamming distance if we obtain each symbol in Yj for j = 1, 2, . . . , N . This
definition is analogous to T -TA codes against the interleaving attack [6,7].

We will propose a T -TA code against the new collusion attack defined in
Definition 3. The proposed T -TA code is constructed based on the following two
steps: (1) Each fingerprint is obtained from a codeword of a q-ary (N, K, D)
linear error-correcting (EC) code of the length N , the number of information
symbols K and the minimum distance D [5]. (2) The q symbols in each position
of the q-ary (N, K, D) EC code are mapped into another integer set I(q). This
code can be regarded as a concatenated code with a q-ary (N, K, D) outer
code and an inner code of size q.
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3.2 Inner Code Construction

In this subsection, we describe the methods for constructing an inner code of the
concatenated fingerprinted code. First, we define the following set of integers.

Definition 5. Let D(q, t1, t2) be a set of q integers such that all sums of any
t1 or fewer distinct elements (allowing for each element to be repeated at most
t2 times) are distinct. If we take repeated elements into account, the maximum
number of chosen elements is t1t2. We call this set D(q, t1, t2) the (q, t1, t2)-sum
distinct (SD) set. �

This definition for the (q, t1, t2)-SD set differs from that in [4], where the repe-
titions of an element are not allowed.

Definition 6. Let A(q, t1, t2) be a set of q integers such that all averages of any
t1 or fewer elements (allowing for each element to be repeated at most t2 times)
are distinct. If we take repeated elements into account, the maximum number of
chosen elements is t1. We call this set A(q, t1, t2) the (q, t1, t2)-average distinct
(AD) set. �

The average of t1 or fewer elements (allowing each element be repeated at most t2
times) in a (q, t1, t2)-AD set is equal to that of other t1 or fewer distinct elements
(allowing each element be repeated at most t2 times) in the (q, t1, t2)-AD set if
and only if two subsets of the (q, t1, t2)-AD set are equal. For example, for a
set {v1, v2, . . . , vτ}, τ ≤ t1/2, the set in which each element of {v1, v2, . . . , vτ} is
chosen exactly twice gives the same average value. We regard that these sets are
essentially equal.

[Construction 1]

We here propose a method for constructing (q, t1, t2)-AD. We call this method
Construction 1. We show the following lemma and proposition.

Lemma 1. Define E(q, t) = {tj|j = 0, 1, . . . , q − 1} and b = tq−1 − 1. Let
B(q, t) = {b}∪{b−x|x ∈ E(q −1, t)}. Then the set B(q, t) is a (q, t−1, t−1)-SD
set.

(Proof ). We first show that the set E(q, t) is a (q, t − 1, t − 1)-SD set. It is
straightforward to show

a0 + a1t + a2t
2 + · · · + aj−1t

j−1 < tj (10)

where integers ai satisfy 0 ≤ ai < t for i = 0, 1, . . . , j − 1. Therefore, all sums
of any t − 1 or fewer distinct elements from {1, t, t2, . . . , tj−1} (allowing for each
element to be repeated at most t − 1 times) are less than tj .

Assume that a sum of μ elements {ti1 , ti2 , . . . , tiμ} is equal to that of ν ele-
ments {tj1 , tj2 , . . . , tjν } such that μ < t, ν < t. i.e., we have

a1t
i1 + a2t

i2 + · · · + aμtiμ = b1t
j1 + b2t

j2 + · · · + bνtjν
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where ai and bj are integers such that 0 ≤ ai < t and 0 ≤ bj < t for all i and j.
Therefore, if iμ > jν , then the left-hand side is greater than the right-hand side
from eq. (10). Otherwise, the right hand side is greater than the left-hand side.
Hence, the set E(q, t) is a (q, t − 1, t − 1)-SD set.

From the fact that E(q, t) is a (q, t−1, t−1)-SD set, we can readily show that
the set B(q, t) is also a (q, t − 1, t − 1)-SD set. �

The (q, t, t)-SD set by Lemma 1 is similar to a (q, t, 1)-SD set by D. B. Jevtić [4]
which does not allow repetitions of elements.

Proposition 1. A (q, t1, t1t2)-SD set is a (q, t1, t2)-AD set.

(Proof ). See Appendix A. �

From Proposition 1, the following result is immediate.

Corollary 1. A (q, t1t2, t1t2)-SD set is a (q, t1, t2)-AD set. �

As we will see in Sect. 3.3, we want to obtain the inner code from a (q, T, T )-AD
set to construct a concatenated T -TA code. By Corollary 1, the (q, T, T )-AD set
is equal to (q, T 2, T 2)-SD set if we use Construction 1. The rate of an inner code
given by Construction 1 is

R
(1)
in =

logT 2+1 q

q − 1
(11)

(Note that the (q, T 2, T 2)-SD set by Construction 1 is a Q-ary integer set of the
size q such that Q = (T 2 + 1)q−1).

[Construction 2]

We propose another construction method of a (q, t1, t2)-AD set. We call this
method Construction 2. We use the parity check matrix of a binary lin-
ear EC code. Consider a (n, k, d) linear code Cin with the parity check matrix
H . The parity check matrix H of size (n − k) × n has the following property
[5]: Let t = �d−1

2 �, then any 2t columns of H are linearly independent over
GF (2)n−k. Letting hi = (hi,1, hi,2, . . . , hi,n−k)T ∈ {0, 1}n−k denote the i-th col-
umn of H where T denotes the transpose of a vector. sets of any t columns
{hi1 , hi2 , . . . , hit} and {hj1 , hj2 , . . . , hjt} satisfy

hi1 ⊕ hi2 ⊕ · · · ⊕ hit �= hj1 ⊕ hj2 ⊕ · · · ⊕ hjt (12)

where ⊕ denotes the exclusive OR operation.
We show the following theorem.

Lemma 2. Consider the mapping wt,p (p ≤ 1) such that

wt,p : GF (2)n−k →
{
0, 1, 2, . . . , (tp + 1)n−k−1 − 1

}
(13)

defined as

wt,p(hi) =
n−k∑

j=1

(tp + 1)j−1hi,j (14)
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where hi is the i-th column of the parity check matrix H of a binary (n, k, d)
EC code. Then the set W = {wt,p(h1), wt,p(h2), . . . , wt,p(hn)} is a (n, t, p)-SD
set if p ≥ 1.

(Proof ). We first show that if eq. (12) holds, then

t∑

ν=1

hiν �=
t∑

ν=1

hjν (15)

where the summation is carried out in real numbers. Assume that
∑t

ν=1 hiν =
∑t

ν=1 hjν . Then if we take module 2 operation for the both sides, we have
∑t

ν=1 hiν (mod 2) ≡
∑t

ν=1 hjν (mod 2) and this contradicts that any 2t or fewer
columns of H are linearly independent over GF (2)n−k. Hence, eq. (15) holds.

Obviously, the mapping wt,p is isomorphism for p ≥ 1. If any sum of t or fewer
columns of H is not equal to that of other t or fewer columns of H , any sum of
t or fewer elements of W is not equal to that of other t or fewer elements of W .
Even if an element is repeatedly chosen less than p times and the total number
of elements (allowing repetition) is less than tp + 1, we can show all sums are
distinct. This indicates that the set W is a (n, t, p)-SD set. �

Note that we can construct a (n, t, p)-AD set from a (n, t, tp)-SD set by
Proposition 1.

As we will see in Sect. 3.3, we want to obtain the inner code from a (q, T, T )-
AD set to construct a concatenated T -TA code. By Proposition 1, the (q, T, T )-
AD set is given by a (q, T, T 2)-SD set if we use Construction 2. If we use the parity
check matrix of a T -error correcting (n, k, d) BCH code as H , then n = 2m − 1
and n − k = Tm for a given m [5]. In this case, the rate of the inner code is
given by

R
(2)
in =

logT 3+1(2m − 1)
Tm

=
log2(2m − 1)

Tm(log2 T 3 + 1)
. (16)

This rate satisfies

m − 1
Tm log2(T 3 + 1)

< R
(2)
in <

1
T log2(T 3 + 1)

. (17)

Therefore,

R
(2)
in → 1

T log2(T 3 + 1)
, as m → ∞. (18)

We may use combinatorial methods for constructing (q, t1, t2)-AD sets. For
example, block designs, Latin squares or orthogonal arrays are used for the
parity-check matrix of a low-density parity check codes which are instances of
linear EC codes.

3.3 Concatenated Fingerprinting Code

As mentioned in Sect. 3.1, we use a q-ary (N, K, D) EC code as an outer code.
We first let each codeword of the q-ary (N, K, D) outer code correspond to
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each user in Γ . Then we uniquely map q symbols of the outer code into each
element of a (q, T, T )-AD set and this gives the q-ary concatenated fingerprinting
code C.

We here mention the decoding process for the illegal fingerprint y. We first
calculate the sets Yj for j = 1, 2, . . . , N where this procedure corresponds to
decoding of the inner code. We can correctly detect the sets Yj such that |Yi| ≤ T
since the inner code is constructed from a (q, T, T )-AD set. After decoding of
the inner code, we perform decoding of the outer code. This procedure is carried
out by calculating the Hamming distance for any ci ∈ Γ and the set Y. If the
concatenated fingerprinting code is a T -TA code, we can correctly detect at least
one colluder ui ∈ S which has the nearest codeword from the set Y.

We show a condition for the outer (N, K, D) code to give a T -TA code as
follows.

Theorem 1. Assume that we use a (q, T, T )-AD set as the inner code and a
q-ary (N, K, D) code such that

D ≥ N

(

1 − 1
T 2

)

(19)

as the outer code. Then, the fingerprinting code is a T -TA code.

(Proof ). The proof is analogous to the case of the codes against the interleaving
attack [6,8]. �

The condition D ≥ N(1 − 1
T 2 ) is simply derived from a T -TA code against the

interleaving attack. Actually this condition is identical to that for the T -TA
codes against the interleaving attack [6,8].

From Theorem 1, if a fingerprint ci satisfies

dH(ci, Y) ≤ N − T (N − D), (20)

then the user ui is a one of colluders. Eq. (20) is a criterion for user ui to be
judged as a colluder.

Note that by Singleton’s bounds, the minimum distance of a linear code sat-
isfies D ≤ N − K + 1. Since it is desirable for the minimum distance D to be as
large as possible, we use the Reed-Solomon code (an instance of the maximum
distance separable (MDS) codes) [5] satisfying D = N − K + 1 and N = q − 1
as an outer code by letting q be a prime power.

The total rate of the proposed code is given by

R(1) =
K

N
R

(1)
in =

K logT 2+1(N + 1)
N2 (21)

from eq. (11) for Construction 1 of the inner code, and

R(2) =
K

N
R

(2)
in =

K logT 3+1(N + 1)
NTm

(22)

from eq. (16) for Construction 2 of the inner code.



260 H. Yagi, T. Matsushima, and S. Hirasawa

4 Discussion

4.1 Method for Increasing Rate

Note that the total code rate of the proposed T -TA code strongly depends on
the rate of an inner code which might be very low. We can increase the code rate
if we permit detection error of some symbols of an inner code. Assume that we
use a (q, T, s)-AD set such that 1 ≤ s ≤ T as the inner code. In this case, if there
are some symbol positions in which a certain symbol is averaged more than s
times, then symbols of these positions are not correctly detected in decoding of
the inner code.

Theorem 2. Assume that we use a (q, T, s)-AD set such that 1 ≤ s ≤ T as the
inner code and a q-ary (N, K, D) code such that

D ≥ N

(

1 − 1
T 2 + β(s)T + β(s)

)

(23)

as the outer code where we define β(s) = T−s
s �. Then, the fingerprinting code is

a T -TA code. In this case, the total rate of the proposed T -TA code can achieve

R(1)(s) =
K logTs+1(N + 1)

N2 =
logT (T 2 + 1)
logT (Ts + 1)

R(1) (24)

for Construction 1 of the inner code, and

R(2)(s) =
K logT 2s+1(N + 1)

NTm
=

logT (T 3 + 1)
logT (T 2s + 1)

R(2) (25)

for Construction 2 of the inner code.

(Proof ). See appendix B. �

It is obvious that the function R(1)(s) decreases as s increases within the range
1 < s < T since

R(1)(s + 1) − R(1)(s) < 0. (26)

for 1 < s < T . Therefore, R(1)(T ) = R(1) and R(1)(s) > R(1) for 1 ≤ s < T . In
terms of the code rate, it is desirable for s to be as small as possible. i.e., the
case s = 1 might be the optimal one. On the other hand, the condition on the
minimum distance of the outer code becomes strict as s decreases (See Appendix
C). As for the case with Construction 2, we can discuss in the same way and we
have R(2)(T ) = R(2) and R(2)(s) > R(2) for 1 ≤ s < T .

Corollary 2. Assume that we use a (q, T, 1)-AD set as the inner code and a
q-ary (N, K, D) code such that

D ≥ N

(

1 − 1
2T 2

)

(27)
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as the outer code. Then, the fingerprinting code is a T -TA code. In this case,
the total rate of the concatenated code is

R(1)(1) =
logT (T 2 + 1)
logT (T + 1)

R(1) (28)

from eq. (24) for Construction 1 of the inner code, and

R(2)(1) =
logT (T 3 + 1)
logT (T 2 + 1)

R(2) (29)

from eq. (25) for Construction 2 of the inner code. �

4.2 Capability for Detecting More Colluders

We here discuss that a condition for detecting more than one colluders. For the
case that the cardinalities |Sj | for 1 ≤ j ≤ N are greater than or equal to a
certain constant (say, τ), we have the following result.

Proposition 2. Assume that we use a (q, T, s)-AD set such that 1 ≤ s ≤ T as
the inner code and a q-ary (N, K, D) code satisfying eq. (23) as the outer code.
If |Sj | ≥ τ such that 1 ≤ τ ≤ T for all j, then there are at least τ colluders
ui ∈ S satisfying eq. (9). �

Proposition 2 indicates that we can detect at least τ colluders correctly when
|Sj | ≥ τ for j = 1, 2, . . . , N . Even in this case, we do not falsely detect innocent
users’ fingerprints. Since the case |Sj | = 1 for j = 1, 2, . . . , N corresponds to
the interleaving attack, the proposed code can guarantee at least one colluder
against the interleaving attack. The case that |Sj | = |S| for j = 1, 2, . . . , N ,
corresponds to the averaging attack, and we can detect all colluders in this case.

Even if the cardinalities of the sets Sj in some symbol positions are less than
τ , it is desirable to capture more than or equal to τ colluders. We show the
following theorem.

Theorem 3. Assume that at least N − η symbol positions satisfy |Sj | ≥ τ . If
the T -TA code is obtained from a (q, T, T )-AD set as the inner code and a q-ary
(N, K, D) code such that

D ≥ N

(

1 − 1
T 2

)

+
η

T 2 , (30)

as the outer code, we can detect more than τ colluders correctly.

(Proof ). Fingerprints of at least τ colluders ui ∈ S share more than (N − η)/T
symbols with Y. On the other hand, fingerprints of any uj ∈ Γ \S share at most
T (N − d) symbols with the set Y because they share at most (N − d) symbols
with each fingerprint ci, ui ∈ S. Therefore, we have

dH(ci, Y) − dH(cj , Y) =
(N − η)

T
− T (N − d) (31)
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=
(N − η) − T 2(N − d)

T
(32)

>
(N − η) − T 2N + T 2N(1 − 1

T 2 ) + η

T
= 0. (33)

Therefore, we have at least τ colluders ui ∈ S satisfying dH(ci, Y) < dH(cj , Y)
for any uj ∈ Γ \ S. By calculating the Hamming distance dH(ci, Y), we can
correctly detect at least τ colluders. �

5 T -TA Code Against Segment-by-Segment Collusion
Attack

In [3], He and Wu consider the interleaving attack segment by segment. In this
section, we consider a segment-by-segment collusion attack.

Consider the case that we map each symbol of the outer code to a binary
sequence b = (b1, b2, . . . , bγ) of the length γ uniquely. This fingerprinting code is
a binary code of the length Nγ. We regard this binary sequence of the length γ
as a segment. For a codeword ci = (ci,1, ci,2, . . . , ci,N ), we assume a symbol ci,j

represents a j-th symbol segment of ci (i.e., ci,j is a binary vector of length γ).
Also, for an illegal fingerprint y, a symbol yj represents a j-th symbol segment
of y.

In this section, we assume the following collusion attack.

Definition 7 (Collusion Assumption)
When the colluders create the j-th symbol segment of y, they select a subset
of the j-th symbols segment of colluders’ fingerprints. The all segments in the
selected subset are averaged and the averaged value is set to the j-th symbol of
y. i.e., denoting the set of selected users’ indexes by S′

j , we have

yj =
1

|S′
j |

∑

ui∈S′
j

ci,j (34)

where the summation is carried out in real numbers. �

In the case of the segment-by-segment collusion attack, we have a different result
about the rate of an inner code from symbol-by-symbol collusion attack.

The binary inner code is obtained from the AD set by Construction 1. If
each element of B(q, t) is represented by t-ary representation, each element is
expressed as a binary vector of the length γ = q−1. We denote this set by Bb(q, t).
We can show this set of binary vectors Bb(q, t) is a (q, t, t)-SD set of vectors.
Therefore, the (q, t, t)-AD set of vectors is constructed from the (q, t2, t2)-SD set
of vectors.

Consider we construct the inner code from the (q, T, T )-AD set by Construc-
tion 1. The rate of the inner codes is given by R

(1)
b,in = (log2 q)/(q − 1) since the
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code length is q − 1 and the number of codewords is q. Remark that the rate is
independent of T . The total rate of the concatenated code is

R
(1)
b =

K

N
R

(1)
b,in =

K log2 q

N(q − 1)
. (35)

As in the previous sections, if we use a q-ary (N, K, D) Reed-Solomon code,
N = q − 1 and the rate R

(1)
b is expressed as

R
(1)
b =

K log2(N + 1)
N2 . (36)

Next, we consider constructing a binary inner code from the AD set by Con-
struction 2. We can show a (n, t, p)-AD set of binary vectors is given by a
(n, t, tp)-SD set of binary vectors.

Consider we construct the inner code from the (q, T, T )-AD set by Construc-
tion 2. Since the (n, T, T 2)-SD set is constructed by the parity check matrix of a
T -error correcting (n, k, d) EC code, the rate of the inner codes by Construction
2 is given by R

(2)
b,in = (log2 n)/(n − k). If we use the BCH code, n = 2m − 1 for

some m ≥ 1 and n − k = Tm. Then R
(2)
b,in = (log2 2m − 1)/Tm. If we also use a

q-ary (N, K, D) Reed-Solomon code, N = q − 1 and the rate R
(2)
b is expressed

as

R
(2)
b =

K

N
R

(2)
b,in =

K log2(N + 1)
NTm

. (37)

6 Conclusion and Future Works

In this paper, we discussed a new collusion attack model that includes well-
known conventional collusion attacks for digital fingerprinting as a special case.
We proposed a construction method of a T -TA code, which can detect at least
one colluder, against the new collusion attack when the number of colluders is
smaller than or equal to T . We discussed a method for increasing the rate of the
T -TA code by allowing some detection error of symbols of the inner code. We
also derived a condition for detecting more than one colluders.

As future works, we need to analyze properties of the proposed T -TA code
in detail. We also need to derive upper-bounds of the number of codewords for
given the code length N and the maximum size of the colluders T .
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A Proof of Proposition 1

For ν ≤ t1 and μ ≤ t1, consider choosing ν elements {vi1 , vi2 , . . . , viν } from
a (q, t1, t1t2)-SD set and μ elements {vj1 , vj2 , . . . , vjμ} from it by allowing any
element is repeatedly chosen at most t2 times. In this case, we restrict the total
number of choices to at most t1. We assume that the average of all elements
of {vi1 , vi2 , . . . , viν } is equal to that of all elements of {vj1 , vj2 , . . . , vjμ}. i.e., we
have

1
ν

(vi1 + vi2 + · · · + viν ) =
1
μ

(vj1 + vj2 + · · · + vjμ) (38)

and this is equivalent to

(μvi1 + μvi2 + · · · + μviν ) = (νvj1 + νvj2 + · · · + νvjμ). (39)

This equation indicates the sum of ν elements of {vi1 , vi2 , . . . , viν } in which an
element is repeatedly chosen at most μ×t2 times is equal to that of μ elements of
{vj1 , vj2 , . . . , vjμ} in which an element is repeatedly chosen at most ν × t2 times.
Since ν ≤ t1 and μ ≤ t1, this contradicts the assumption that the ν elements
{vi1 , vi2 , . . . , viν } and μ elements {vj1 , vj2 , . . . , vjμ} are from a (q, t1, t1t2)-SD set.
Therefore, eq. (38) does not hold and this indicates that the (q, t1, t1t2)-SD set
is a (q, t1, t2)-AD set.

B Proof of Theorem 2

Since we use a (q, T, s)-AD set as the inner code, the detection errors occur at the
positions in which a symbol is repeatedly chosen more than s times. Denoting
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the maximum number of blocks (of length N −D symbols) which contains more
than s repetitions by a, this a satisfies

0 < T − a(s + 1) + a ≤ s. (40)

Then we have a = T−s
s � = β(s) since the foregoing inequality leads to

T − s

s
≤ a <

T

s
. (41)

Therefore, if T > s ≥ 1, we can correctly decode all symbols in at least N −
(N − D)β(s) symbol positions. Note that if T = s, we can correctly decode all
symbols in N symbol positions. We have at least one colluder ui ∈ S such that

dH(ci, Y) < N − N − (N − D)β(s)
T

(42)

since at least one colluder’s fingerprint shares more than {N − (N − D)β(s)}/T
symbols with the set Y. On the other hand, any user uj ∈ Γ \ S satisfies

dH(cj , Y) ≥ N − (N − D)T − (N − D)β(s) (43)

= N − (N − D)(T + β(s)) (44)

since it has at most (N − D) symbols in common with each fingerprint in S.
Assume that all colluders’ fingerprints ci satisfy dH(ci, Y) ≥ dH(cj , Y) for a

uj ∈ Γ \ S. Then this inequality is expanded as

N − N − (N − D)β(s)
T

> N − (N − D)(T + β(s)). (45)

Arranging this inequality, we have

N

(

1 − 1
T 2 + β(s)T + β(s)

)

> D. (46)

This contradicts the assumption of the theorem. Therefore, we have at least one
colluder ci ∈ S satisfying eq. (9).

From the argument about the inner code, the code from a (q, T, s)-AD set has
the rate R

(1)
in (s)=(logTs+1 q)/(q−1) if the code is constructed by Construction 1.

Since the rate of the outer code is Rout = K/N , we have

R(1)(s) = R
(1)
in (s)Rout =

K logTs+1 q

N(q − 1)
(47)

Note that we can set N = q − 1, if we use the Reed-Solomon code which is an
instance of the MDS codes. Therefore,

R(1)(s) =
K logTs+1(N + 1)

N2 (48)

=
K logT (N + 1)

N2 logT (Ts + 1)
. (49)

Since the rate R(1) is given by eq. (21), we obtain eq. (24).
As for R(2)(s), we can derive the rate in the same way.
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C Monotonicity of the Condition eq. (23)

On the condition eq. (23), we show the following proposition.

Proposition 3. Define A(s) = T 2 + (T + 1)β(s). Using A(s), the right hand
side of eq. (23) is expressed as N(1 − 1/A(s)). Then we have

N

(

1 − 1
A(s)

)

≥ N

(

1 − 1
A(s + 1)

)

for 1 ≤ s < T. (50)

i.e., the right hand side of eq. (23) is the greatest when s = 1.

(Proof ). Obviously, eq. (50) holds if and only if

A(s) ≥ A(s + 1) for 1 ≤ s < T. (51)

Arranging eq. (51), we obtain

A(s) − A(s + 1) = (T + 1)(β(s) − β(s + 1)) ≥ 0. (52)

β(s) − β(s + 1) ≥ 0 holds if

T − s

s
− T − (s + 1)

s + 1
> 0, for 1 ≤ s < T. (53)

Therefore, it suffices to show that eq. (53) holds. Actually, eq. (53) holds since

T − s

s
− T − (s + 1)

s + 1
=

T

s(s + 1)
(54)

and 1 ≤ s < T . It follows that eq. (50) holds. �

Proposition 3 indicates, the condition on the minimum distance of the outer
code (eq. (23)) becomes strict as s decreases.
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Abstract. To lead a present communication paradigm to ubiquitous
world, sensor networking is a core technology. Especially guaranteeing
secure communication between sensor nodes is critical in hostile envi-
ronments, and key management is one of the most fundamental security
services to achieve it. However, because the structure of sensor networks
can be very various according to their application, there can not exist
the best solution for all applications. Thus, we design a key management
scheme on hierarchical sensor network, to take advantage of the topology.
To support both scalability and resilience against node capture, we apply
a multiple regression model to key generation, calculation and extension.
The proposed scheme is based on the key pre-distribution, but provides
the key re-distribution method for key freshness. To overcome the weak-
ness of centralized management, the role of key management is partially
distributed to aggregators as well as a sink. These management nodes
need not store keys except them for re-distribution, and can calculate
them easily using key information from nodes, as needed. Performance
results show that the proposed scheme can be applied efficiently in hier-
archical sensor network compared with other key managements.

1 Introduction

Wireless sensor networks(WSNs) as a foundation network for pervasive com-
puting implementation are rapidly growing in their importance and relevance
to both the research community and the public at large. A distributed WSN
is formed by a large number of tiny and inexpensive sensor nodes. Due to the
susceptibilities by wireless environment, the lack of physical security, or the pos-
sibility that the compromised nodes can be exploited by an adversary, security
researches on this network are typically more important.

As a basic service to achieve security in sensor networks, a proper key man-
agement scheme should be provided. In the beginning, centralized key manage-
ments[1,2] assuming that sink node or base station is secure, was proposed for
WSN. However, the attack or failure for the central node means the direct col-
lapse of secure communication on the whole network, and the traffic load for key
management concentrates on a central node or region. As another representative
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key management on WSN, random pairwise key pre-distribution[3,4] provides a
method of calculating a common key between any two nodes, and some resilience
even though compromised nodes exist. However, these mechanisms incur a high
memory overhead for supporting the specified probability to share at least one
key between two nodes, especially in a large network or in a network where nodes
are not densely distributed as shown in Figure 1. It means that they could be
wasteful on the network structure of specific communication pattern, such as hi-
erarchical sensor network. Also, they did not include re-keying or key distribution
for newly deployed nodes, and it is difficult to enlarge the managed key infor-
mation as the increment of nodes or the frequent topology change by mobility.
Figure 1 shows that our proposed mechanism supports scalability in the mem-
ory aspect and are not nearly affected by density, in comparison with pairwise
key pre-distribution method[3]. As a hierarchical key management, Xiao Chen et
al.[5] proposed a key management scheme taking advantage of the hierarchical
topology. However, all nodes except leaf need to store keys in proportion to the
number of member in down-level group, and have the key generation feature.
Also, the mechanism assumes hop-by-hop encryption/decryption procedure for
secure communication. Thus middle nodes are burden with heavy processing and
many storing keys. As other hierarchical key management[6], each cluster head
calculates a group key with each node’s random number, and a head of cluster
heads also calculates an inter-cluster group key with same method, using pre-
distributed symmetric key. But, it is not tolerant of node compromise, especially
at the key setup time.

(a) Memory Overhead vs. Network Size (b) Memory Overhead vs. Density

Fig. 1. Comparison of Memory Overhead. Used parameters are provided in Appendix A.

The structures of sensor networks are various according to their application,
and the flat structure by random deployment and the hierarchical structure cen-
tering on a sink or a base station are representative. In this paper, we assume the
hierarchical sensor network consisting of sink(SINK), aggregate nodes(AN), and
sensor nodes(SN). Taking full advantage of the communication structure, we de-
sign a key management scheme which role is partially distributed to aggregators
as well as a sink. Key management nodes(SINK or AN) need not store keys, but
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can calculate them easily using key information from nodes, as needed. Only a
sink node stores a key space for key re-distribution. Thus, the compromise of key
management nodes does not connect directly with the prompt disclosure of total
key spaces. Also, as the disadvantage of existing key pre-distributions, they do
not offer the key re-distribution after the deployment of nodes, thus it is difficult
to be scalable to enlarge sensor nodes. In addition, our mechanism provides the
resilience(λ-security) for the node compromise, also provided by the existing key
pre-distributions, and offers the key freshness through key re-distribution and
scalability to make up for the weak points in the existing key pre-distributions.

This paper is divided into five sections. In Section 2, we describe the multiple
regression used for key generation and management and the general set-up used
in this paper. We introduce in Section 3 a proposed hierarchical key management
in detail. And next, we compare our scheme with existing schemes, and evaluate
our mechanism in the view of overhead, security, and implementation. Finally,
a brief conclusion is presented.

2 Preliminaries

Regression Model. Regression analysis is a method used in statistics and
econometrics to predict the value of a dependent variable from the known val-
ues of independent variables [7]. As a representative regression method, the
goal of “least squares” regression is to determine the values of the parameters
that minimize the sum of the squared residual values for a set of observations
(minΣ(y − yi)2). The difference between the actual value, yi, of the dependent
variable and its predicted value, yki, is the residual value. The general multiple
regression involving several independent variables is yk=X(X

′
X)−1X

′
y = X×b,

as shown in figure 2 (X is the known value of an independent variable, y is the
actual value of a dependent variable, X

′
is the transpose of X, and b is the

least-squares estimator).
We use this multiple regression to generate keys (yki) using a n×(λ+1) Key

Information Matrix, X , not to predict the value of a dependent variable (yk).
The reasoning behind this new application of the regression model is as follows.

Fig. 2. Matrix notation for general multiple regression and key management relation-
ship
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First, if there are fewer than (λ+1) rows in X , an adversary cannot know the b
matrix for calculating other keys. Second, the server can easily calculate a key
using key information provided by the holder of the key, instead of storing keys
of all key holders, thus it can complement the weakness for the compromise of
key management node. Lastly, the extension of a key space is easy.

General Set-up. At the assumed hierarchical sensor network like [8,9,10], SNs
send the sensing information toward sink for the valuable use, and finally the
information is transferred to the SINK via multi-hop wireless link. If an AN
receives the sensing information under a same event from several SNs, it can
aggregate the information for the energy efficient operation of network. As the
traffic of reverse direction, SINK could broadcast the event requests or send the
control message to specific nodes. SINK and ANs have more powerful capaci-
ties and energy. We assume the communication structure of “query and data
forwarding”, and it is based on many existing researches[2,11,12]. Also, we as-
sume that a topology generation method in [13] can be used for the hierarchical
topology generation after sensor deployment. SINK and ANs are deployed at the
stationary location, and SNs should be deployed around the intended AN if they
are randomly deployed.

Contrary to random key pre-distribution schemes[3,4] considering keys be-
tween any nodes in flat structure, the only key between a sensor node and a
higher management node(AN or SINK) needs at this hierarchical communica-
tion structure. To adjust the traffic characteristics of hierarchical structure, and
complement the problem of existing key management schemes, we hierarchically
distribute the role of key management to ANs as well as SINK. Basically, keys
used between SN and key management nodes(MN) are two types, but we will
focus on the first Kup in this paper.

• SN → MN : Key Kup generated and managed by regression model, and used
for the authentication and encryption of sensing information. Several Key
Kups are pre-distributed to a SN, and the SN uses a randomly selected key
among them if it needs. But a key Kup is not mapped with a SN.

• MN → SN : Key Kdown used for downstream way in a zone, a region where
MN can communicate as one hop transmission range.

3 Hierarchical Key Management

Our key management fitting the characteristics of hierarchical sensor networks
provides like following merits:

• Security for the compromise of key management nodes by not storing
the relationship between a key holder and a key, and key itself

• Resilience against node capture (λ-secure property)
• Scalability by easily extending key spaces and keys, and using a pool of

key spaces
• Key freshness though the simple modification of a key space and the pe-

riodic key re-distribution



A Key Management Based on Multiple Regression 271

• Localization of damage for key exposure by compromised nodes, and load
distribution by distribution of key management

Key Generation/Pre-distribution/Calculation. The keys Kup for upper
stream are created and managed through the multiple regression. That is, to
generate a key space yk in figure 2, a main MN (SINK or Key Distribution
Center:KDC) first constructs an n×(λ+1) Key Information Matrix, X , and an
(n×1) Key Generation Matrix, y, over a finite field, GF (q). If designing 64-bit
keys, the smallest prime number larger than 264 is chosen [3]. And then, it calcu-
lates b matrix according to least squares method (b=(X

′
X)−1X

′
y). To achieve

better resilience against node capture, the main MN repeats the key space gen-
eration process with different Key Generation Matrixes, thus can manage a pool
of multiple key spaces yj

k (1 ≤ j ≤ ω) .
Our key management is based on the key pre-distribution with randomly

selected keys in a key pool generated, but it also provides the periodic key re-
distribution for key freshness. Before node deployment, SINK stores b matrixes
for all key spaces, a key space for key re-distribution, and a key Kdown for secure
downstream transmission. AN stores matrixes b for randomly selected μ key
spaces and two keys Kdowns(one is used at a upper MN, and another is used for
SNs at its own zone). SN stores a key set {key space number j, key information
xi = (1 x1i x2i · · · xλi), key yj

ki } or key sets randomly selected in μ key
spaces assigned to the AN of same zone, and a key Kdown used at the AN of
same zone.

Because SN randomly chooses a key among the key sets and uses it, it makes
a difficulty for an adversary to analyze the traffic and provides the untraceability
of node on the mobile environment. Figure 3 depicts a sample of two layer sensor
network consisting of 1 SINK, 4 ANs and 16 SNs. This sample network uses 5
key spaces, each AN stores the matrixes b for 2 key spaces and matrix b5 for key
re-distribution, and each SN stores 2 key sets.

Fig. 3. An example of hierarchical sensor network and information stored at
SINK/AN/SN
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Each SN uses a randomly selected key yj
ki among its key sets when it needs

to authenticate its own identity, provide the integrity of information through
MAC(Message Authentication Code), or encrypt the sensing information. Then
it encrypts relevant key space number and key information {j, xi} with key
Kdown, attaches it to the message, and sends it. If AN receives this message,
it can find out the relevant matrix b with key space number of message, and
calculate the used key yj

ki through modular multiplication (xi × bj), thus it
decrypts the message or checks MAC with the calculated key. Also, if AN receives
the several messages for a same event from sensor nodes, it aggregates the sensing
information, uses a key among used keys in received messages when it sends the
aggregated message to the higher AN or SINK, and equally sends the message
together with the key space number and key information {j, xi}. Also, SINK
can calculate the key, and use it in the same manner.

The communication overhead for the key calculation of our mechanism is the
key information attached to message {j, xi}, that is, log2 ω +

∑λ
q=1 |xqi| bits

when the total number of key spaces is ω and the transferred key information is
(x1i x2i x3i · · · xλi) except the value of the first element, 1. If we assume the
length of a key is 64 bits, the overhead becomes log2 ω+64 ·λ, in proportion to ω
and λ. For decreasing the overhead, key information matrix X can be composed
like the figure 4, while it supports the same security level and cut down the over-
head to log2 ω+|xqi|. That is, if the only seed of key information, si, is appended,
the key management nodes can use the key information (1 si (si)2 (si)3 · · ·
(si)λ) after expanding the seed. At this time, it is well known that si �= sj if
i �= j, and si (0 < i ≤ q − 1 ) becomes a element of GF (q) if the seed of key
information matrix,, is a primitive element of GF (q) [3].

A main MN can divide multiple key spaces into two categories, as in fig-
ure 5: AD-Key Space(Already Distributed-Key Space and D-Key Space
(Distributing-Key Space), in order to diminish the threat for compromise of man-
agement nodes. Consequently, they need to store only the key spaces presently
being distributed (pairs of keys and key information {X, y, yk, b}), and matrix b
for AD-Key Space, because they can calculate the key yki of a node using key
information, Xi, received from the node, and matrix b (yki = Xi × b). But, they
need not store the mapping information between a key and a key holder at all.

Fig. 4. An example of key informa-
tion matrix

Fig. 5. Pool of ω key spaces and distribu-
tion
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Key Addition/Deletion. Our key management mechanism, we provide a key
addition and deletion method of D-Key Space as a method for supporting the in-
creasing number of sensor nodes, or the key freshness for redistribution to existing
nodes and distribution to newly joining nodes. Basic idea is that matrix b is based
on the least squares method (min

∑
(yi − yki)2), when generating a key space. If

an added key ykj is the same as a new row (yj) of Key Generation Matrix y, the
remainder between ykj and yj is zero. Therefore, there is no change to matrix b.

To add a key, the SINK first generates the new key information, Xn+1, over
GF (q) and then calculates a new key, ykn+1 , using matrix b. Finally, the SINK
adds Xn+1 to matrix X and also adds ykn+1 to matrix y as yn+1 (that is,
yn+1 = ykn+1). In the same way, added keys can be removed.

Key Re-distribution. To provide key freshness, a main MN(SINK in figure 2)
can periodically re-distribute keys or subsets of key spaces to SNs or ANs by gen-
erating new key spaces or updating the distributing key spaces. For secure trans-
mission, the re-distributed keys can be encrypted using the previous key of a node.

Fig. 6. An example of key re-distribution process

The main MN has a timer for periodic key re-distribution. If the timer be-
comes timeout, the main MN performs the key re-distribution operation during
Tredist. We will explain it with figure 3 for instance. If SINK directly receives
the sensing information from a SN during the key re-distribution time, it pro-
cesses the message after calculating the used key Kup, randomly chooses new
key sets in the D-Key Space, and sends a encrypted key-distribution message
with the pervious key Kup, together with MAC. After SN receives the encrypted
key distribution message, it processes decryption and authentication. If it is an
authenticated message, SN deletes the stored key sets as many as the number of
new key sets and replaces the old key sets with the new.

Unlike the case, if SINK receives the aggregated message from an AN during
key re-distribution, it also processes the message after calculating the used key
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Table 1. Key re-distribution message

A new key set {key space number,
key information, key}

{j, Xi, y
j
ki} : yj

ki= =Kup

The used key set at the received
message

{n, Xm, yn
km}

A message concatenating key sets {j, Xi, y
j
ki}p

A key re-distribution message in-
cluding key sets

EKdown(n|Xm)|Eyn
km ({j, Xi, y

j
ki}p } )| MACyn

km

(n| Xm|{j, Xi, y
j
ki}p)

Kup, randomly chooses the new key sets in the D-Key Space, and sends a en-
crypted key-distribution message including the residual key re-distribution time
Tredist with the pervious key Kup, together with MAC. When AN receives the
key per-distribution message, it operates the same key re-distribution process
with the received key sets like SINK for the lower ANs and SNs during the
residual time. If the residual time Tredist is out, ANs remove the received key
sets. Through this operation, the keys of SNs are randomly updated. Table 1
is an example of key re-distribution message, and the figure 6 depicts this key
re-distribution process.

Key Space Addition/Deletion. As another method for increasing the key
freshness in this paper, the main MN(SINK in figure 3) updates the key pool
through the key space addition and deletion. We will explain it in detail with
an example of figure 3. The SINK generates a key space (X6,y6,y6

k,b6) as key
generation at network setup time, and replaces the D-Key Space (X5,y5,y5

k,b5)
with the new one that might use for the key re-distribution and key distribution
to newly joining nodes. For the previous one, the SINK removes the matrix
X5,y5,y5

k except matrix b5 for key calculation. Then, the SINK securely sends
the matrix b6 to each AN through the lately used key at each AN, and also ANs
receiving this matrix securely transmit it to lower ANs if they exist.

In the deletion case of key space, due to the storage limit of key management
node, the key management node can remove the randomly selected key space
among AD-Key Space or the oldest key space. After the decision of key space for
deletion, the key management node securely sends a key-space deletion message
with the deleting key space number to one-hop neighbors, and removes the ma-
trix for the selected key space. If the SN receives the key-space deletion message,
it removes its own key sets for the deleting key space. Also, if the AN receives
the message and it is storing the deleting key space, it removes the key space and
transfer securely the key-space deletion message to the lower nodes. Otherwise,
the AN ignores the message.

4 Evaluation

In this chapter, we will compare our key management with the existing key
pre-distribution method[3], centralized key management[1], and secure model
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on the hierarchical sensor network[2], thus describe the characteristics and merit
of our mechanism and analyze our mechanism in the view of communication and
computation overhead, and security.

Our key management is based on the key pre-distribution like a pairwise key
pre-distribution[3], but it provides the key re-distribution for the key freshness.
On the other hand, each node in [3] is distributed a column in (λ+1)×N matrix
G according to node id, thus it is hard to adjust the increment of network size
by the node reassignment and additional deployment, or mobile environment,
after the size of matrix G or A is once decided. Also, in the pairwise key pre-
distribution[3], the adversary can easily analyze the traffic for the attack because
each column of matrix G is mapped to each node.

In the SNEP of SPINS[1] as a centralized key management, BS initially shares
a secure master key Ki with each sensor node Mi. If node A wants to communi-
cate with node B, they should exchange 4 messages through BS, to establish a
secure key SKAB. But, BS should certainly participate in the key setup of two
nodes, thus it includes the weak points of centralized management, that is, the
damage for the compromise of center management node can directly spread into
the threat of whole key, and the traffic load can be concentrated. Contrary to [1],
in our mechanism, SINK manages the keys on the whole, but the authentication
or decryption of message by the key calculation is distributed to ANs at each
zone, thus we could overcome the defects of centralized management.

A secure model on the hierarchical sensor network[2] assumes that all nodes
are at least two hop away from a central BS, each sensor j shares its own key Kj

and a common key KBS with the BS, thus it provides the end-to-end security.
But the assumed network is too limited and it also includes the demerits of
centralized management because the aggregation of data or the authentication
point consists of the only BS. However, our mechanism assumes the multi-hop
network, distributes the role of key management, the management nodes do
not store all key set of each nodes, thus it mitigates the direct damage for the
compromise of management nodes.

4.1 Overhead Analysis

Communication Overhead. Our scheme based on key pre-distribution has
basically no communication overhead for the extra message to distribute keys to
all nodes, but it has the overhead for the attached key information when a key
is used. However, it could be minimized to log2 ω + |xqi| bits (ω is total number
of key spaces, and xqi is an element of key information matrix X), a similar
length with key, if key information matrix is composed like figure 4. Table 2
compares our scheme with the key agreement phase((1) node id, (2) indices of
the spaces it carries, and (3) seed of the column of G it carries) of a pairwise
key pre-distribution scheme[3] in the view of communication overhead.

Our scheme requires (log2 ω + α) + p · (log2 ω + 2α) + β bits for the key re-
distribution, (α is the length of an element of matrix or a key, β is the length of
MAC), when the key information matrix like figure 4 is composed.
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Table 2. Comparison of communication overhead (bits)

Pairwise key pre-dist.[3] Our scheme

Comm. overhead
log2 N + τ · log2 ω + α log2 ω + α
(N :total number of node , τ : number for key spaces each node
carries, ω : total number of key spaces, α : length of seed)

Extra messages • All nodes broadcast
their key information
with an extra message.

• Path key should be es-
tablished if there is no
shared key space be-
tween two nodes.

• Key information is attached to a
message if needed, without extra
message.

• Higher AN/SINK have always the
key space information for manag-
ing nodes, they need not send extra
messages for key establishment.

Computation Overhead. In the pairwise key pre-distribution scheme [3], it
is analyzed that it requires 2λ modular multiplications, and this is a very small
number, compared to RSA. Our scheme also needs same 2λ modular multiplica-
tions as [3]: (λ-1) come from the need to regenerate the corresponding column of
X from a seed, the other (λ-1) come from the inner product of the corresponding
row of matrix bwith this column of X,a key information.

Memory Overhead. The memory comparison between our scheme and pair-
wise key pre-distribution scheme[3] is included at the introduction section.

4.2 Security Analysis

We evaluate the resilience against node capture in this section. Against the ran-
dom node capture attack, our mechanism provides λ-security similar to pairwise
key pre-distribution scheme[3] because λ key information is need for compromis-
ing a key space.

However, in the network structure of our scheme, MN has secure information
for key calculation though they are not keys themselves. Thus, we also evaluate
the resilience against the selective node capture attack, for example the capture
attack for MN, in order to maximize the attack effect. In other centralized key
mechanisms[1,2], the selective node capture attack for BS means the exposure
of whole keys. But, the same event means the exposure of only key information,
not keys themselves. Needles to say, if an adversary would monitor the sensing
information with key information from SNs for long time, it could compromise
key spaces. But, for the exposure of the whole key spaces, the adversary needs
more time. On the contrary, the time could need to detect the attack and defend
it with a defense mechanism.

Thus, we analyze how many messages from SNs need, for an adversary to
expose the whole key spaces after compromising the SINK. Let Si be the event
that space Si is broken, where i=1,. . . ,ω, and Mx be the event that the adversary
monitors the received x messages from SNs. Let n be the number of keys in a key
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space, λ be the number of key information in order that a key space is broken. N
be the number of SNs, and τ be the number of key sets in a SN. Hence, we have
Pr(all spaces are broken |Mx) = Pr(S1 ∩ S2∩ ... ∩ Sω|Mx) ≥

∑ω
i=0 Pr(Si|Mx).

Due to the fact that each key space is broken with equal probability,

Pr(all spaces are broken |Mx) ≥
∑ω

i=0 Pr(Si|Mx) = ωPr(S1|Mx). (1)

Now, we need to calculate the probability of space S1 being compromised
when x message are monitored, Pr(S1|Mx). First of all, we need the probability
for the number of key belonging in space 1 among τ key sets in a SN, in order
to calculate the probability that a randomly selected key in a SN is belonging in
space 1. Let Kij be the number of keys belonging in space j among τ key sets
in a SNi where i=1,. . . ,N and j=1,. . . ,ω. The number of total keys is (ω · n),
hence the occasions which give τ key sets among them to SNi is ωnCr(C is
combination). By the way, to be k keys belonging in space j among τ key sets,
k keys among n keys in space j are selected and (τ − k) keys among ((ω-1)·n)
keys in rest spaces are selected.

Pr(Kij = k) = (nCk· ((ω−1)·n) C(τ−k)) / ωnCr, k=0,1,2,3,. . . ,τ (2)

Using equation(2), we drive the probability which a key in space 1 is selected.
Let Pr(KSi = j) be the probability which a randomly selected key among keys
of SNi belongs in space j, where i=1,. . . ,N and j=1,. . . ,ω.

Pr(KSi = j) =
∑τ

k=0 Pr(KSi = j|Kij=k) · Pr(Kij = k)

Pr(KSi = j|Kij=k) is (k/τ), because of the probability which a randomly se-
lected key among keys of SNi belongs in space j, when the number of keys
belonging in space j among τ keys in SNi is k. Therefore,

Pr(KSi = j) =
∑τ

k=0(k/c)· (nCk· ((ω−1)·n) C(τ−k)) / ωn Cτ (3)

But, in equation(2), i and j are not included, hence if the number of key sets in
SNi is fixed as τ , and the number of keys in space j is fixed as n, the probability
for a certain space j and a certain SNi is same. We define it is Pr(KS ).

Pr(KSi = j) =
∑τ

k=0(k/c)· (nCk· ((ω−1)·n) C(τ−k)) / ωn Cτ = Pr(KS).

Lastly, we need the probability for the number of keys belonging in space 1,
among keys selected in N SNs. Let KNi be the number of keys belonging in
space j, among x keys selected in N SNi.

Pr(KNj = k)= xCk· Pr(KS)k· (1-Pr(KS))(x−k), k=0,1,2,. . . ,x (4)

Equation(4) can be calculated by equation(3). Finally, we can calculate the
Pr(Sj|Mx) because it means Pr(KNj ≥ λ).

Pr(Sj |Mx) = Pr(KNj ≥ λ) =
∑x

k=λ Pr(KNj = k) =
∑x

k=λ xCk· Pr(KS)k·
(1-Pr(KS))(x−k)

Finally, we can get the probability which an adversary can break the whole key
spaces with the received x messages from SNs.
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Fig. 7. The probability to break the whole key spaces with the received x messages
(ω = 50, n = 100, λ = 50, τ = 3)

Pr(all spaces are broken |Mx) ≥ ω ·
∑x

k=λx Ck· Pr(KS)k· (1-Pr(KS))(x−k).
(5)

In figure 7, we depicts the equation (5) when ω is 50, n is 100, λ is 50, and τ
is 3 in figure. It indicates that an adversary waits for occurring 3000 messages
from SNs, in order that the probability which all spaces are broken is greater
than 0.9.

4.3 Implementation and Analysis

In order to confirm the realization possibility of our mechanism on the recent sen-
sors, we have implemented a basic part of our key mechanism which consists of key
generation and key calculation, on Mica2[14] platform with TinyOS1.x[15]. We
add 8 bytes key information to a basic message. Thus, SNs attaches the relevant
key information of used key to message, and SINK calculate the used key before au-
thenticating the MAC(Message Authentication Code) or decrypting the message.
Basically, TinyOS provides the TinySec[16] for MAC code generation/verification
and message encryption/decryption, and uses a symmetric key in a network. Thus,
we add our key scheme to the basic security scheme of TinySec, thus each SN can
use one of its own keys and SINK does not store all of keys. After we implement
it, we can confirm the operation of our mechanism on Mica2 platform.

Used memory for our scheme is like following:

• ROM : 2642 bytes (code size of MN)
• RAM : 176 bytes (data size for MN when λ is 10), 16 bytes (data size for

SN when keyset is 1)

And we check the used energy by our scheme with PowerTOSSIM[17],a scal-
able simulation environment for wireless sensor networks that provides an ac-
curate, per-node estimate of power consumption. It includes a detailed model
of hardware energy consumption based on the Mica2 sensor node platform. We
simulate the used energy for a 60 second run with/without our scheme based on
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sensing and sending/receiving events, and table 2 is the average of 10 simulation
runs. As results, CPU energy and Radio energy are increase a little, but the
amount is not large.

5 Conclusions

In this paper, we propose a novel hierarchical key management scheme using
multiple regression for wireless sensor networks. The method supports scalabil-
ity, simple key space modification, and robustness through re-keying. Since key
management nodes do not store the keys of already-distributed key spaces and
key management is distributed at several management nodes, we can overcome
the problems of existing centralized key-management approaches for sensor net-
work. Finally, our analytical results have shown that our scheme can provide
a good performance in the view of communication, computation, and memory
overhead. In particular, our scheme involves lower memory storage requirement
than pairwise key pre-distribution scheme[3], applying the characteristics of com-
munication on hierarchical sensor network. Also, security analysis has exhibited
the good performance from the resilience against node capture and implemen-
tation results have shown realization possibility.
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Appendix A

As regards memory overhead, our scheme requires the overhead like table 3. A
highly resource constrained SN stores only its own keys, a more resource rich AN
stores the only information for calculating keys of SNs in its one hop zone, and
the most resource abundant SINK stores the information for calculating keys of
SNs in its own managing zone and a D-Key Space. Especially, contrary to other
centralized managements, because SINK does not store the relationship between
a key and a key holder, our scheme mitigate damage for the threat of manage-
ment nodes, and memory overhead decreases and is not in direct proportion to
the number of nodes.

Then, in pairwise key pre-distribution scheme[3], each node has the τ se-
cret information for the key generation, that is a (λ + 1) column of matrix
A(= (D · G)T ), indices of secret information, and a seed of matrix G.Thus, the
memory overhead per a node is ((((λ+ 1) · α + log2 ω) · τ)+ α) · N bits (N is the
total number of nodes, α is an element length of matrix A).

Figure 1(a) and figure 1(b) depict the comparison of our mechanism with
[3] as regards memory overhead. Using parameter values of table 4, figure 1(a)
increases the network size(N) with density 50, and figure 1(b) increases the
density with network size 5000. The network consists of a SINK, ANs correspond
to density value(for example, if density is 50, then a AN covers 50 nodes), SNs.
The parameter value ω and τ of [3] is originated from equation 1(equation 4
in [3]) used for the probability of sharing at least one key between two nodes,
thus the value of ω is decided (τ=4, the probability of the graph being connected
Pc=0.9999, that is the value used in the experiment of PIKE[18]). The length α of
a key or an element of matrix(matrix A, G in [3], matrix X, y, yk, b in our scheme)
is 64 bits, and the size λ of key information matrix is originated from equation
2(equation 5,11 in [3]). That is, once the adversary compromises more than x
nodes, the information leaked by the [3] scheme rises exponentially with the
number of nodes compromised, and then λ is decided with Pcompromise=5%(the
value used in the experiment of PIKE[18]), according to the memory amount m
stored in each node. In figure 1(a) and 1(b), “Proposed Mechanism1”is a worst
case in the view of memory overhead that the number of key spaces stored in
each AN, μ is the same as the total number and “Proposed Mechanism2” is a
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Table 3. Comparison of used energy based on sensing/sending/receiving events (mJ)

With our scheme Without our scheme

CPU Energy 735.4496 722.1651

Radio Energy 1161.9050 1156.8290

Leds Energy 269.2041 270.2140

Total Energy 2166.5587 2149.2080

Table 4. Memory overhead of each node in our scheme

Node Memory Overhead Comments

SN τ · (log2 ω + 2α) (ω : the total number of key
spaces, α : the length of seed or key, τ : the number
of key sets at each SN)

Storing τ key sets

AN μ ·α · (λ+1) (μ : the number of matrix b at each
AN, α : the length of an element in matrix b)

Storing μ matrix b

SINK ω · α · (λ + 1) + n · α · (λ + 1) + 2n · α = α·{(ω + n) ·
(λ + 1) + 2n} (α:the length of an element in matrix
X, y, yk, b , n : the size of matrix X, y, yk)

Storing ω matrix b
,matrix X, y, yk for
a D-Key Space

Table 5. Used parameter values in figure1(a),(b)

Parameters In figure 1(a) In figure 1(b)

N or n 2000 5000 8000 5000 5000 5000

SINK 1 1 1 1 1 1

AN 40 100 160 250 100 63

SN 1959 4899 7839 4749 4899 4936

ω or μ 42 40 38 11 40 67

τ 4 4 4 4 4 4

α 64 64 64 64 64 64

λ 9 25 42 90 25 14

d 20 50 80 50 50 50

case that μ is a half of ω. Lastly, the size n of matrix X, y, ykis the same as N,
but actually the key management is possible with the smaller value than n.

Pactual ≥ Prequired, 1 − ((ω−τ)!)2

((ω−2τ)!)ω! ≥ N−1
dN [ln(N) − ln(−ln(Pc))]

x < mω
τ2 , m = λτ(λ + 1 ≈ λ), Pcompromise · N < λτω

τ2 = λω
τ

As a result, the memory overhead of [3] rises in proportion to N , but our
scheme is less affected as N . In figure 1(b), [3] has less memory overhead at
the smaller d., because the probability of sharing at least one key between two
nodes is higher at the dense network. Our overhead increases a little as the higher
density value, but the increment degree is not large, and moreover our overhead
could lessen if the transmission range of AN is wider, thus the number of AN
decreases, and if ω is smaller like “Proposed Mechanism2”.
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Abstract. The characteristics of cooperative and trustworthy interac-
tion in peer-to-peer overlay network are seriously challenged by the open
nature of the network. The impact is particularly large when the iden-
tifiers of resource and peer are not verified because the whole network
can be compromised by such attacks as sybil or eclipse. In this paper,
we present an identifier authentication mechanism called random visitor,
which is a third party who is serving as a delegate of an identity proof.
Design rationale and framework details are presented. Discussion about
the strength and cost of the proposed scheme is also presented.

1 Introduction

Though the expectation for the ubiquitous computing in the perspective of dis-
tributed, heterogeneous, and robust networks prevails the community [1, 2], the
peer-to-peer (P2P) overlay itself is not yet ready to be saddled with such burden
especially in security matters.

The main objective of the peer-to-peer overlays is, simply, to map subset of
a large key (or identifier) space I onto the set of resources R and peers P to
achieve efficient routing or lookup. In some näıve configuration, for example, it is
possible that each node maintain a local table that contains all mappings between
identifiers and resources in the network. Then no query routing is required at all
and the mapping is no more than a table lookup (zero-routing-hop). However,
this method does not scale well; the complexity (e.g., O(N) routing table size in
a network with N participants and synchronization between distributed nodes)
of the network increases because the number of node increases or the rate at
which the node join or leave the network grows. Thus the management cost for
such näıve scheme seems to be far beyond the capability of each node.

Without the help of centralized server, recently proposed overlays like
CAN [3], Chord [4], Tapestry [5] and Pastry [6] try to solve the efficiency problem
by trading the size of the table with the number of routing hops. According to
the analysis results in [7, 8], each node holds reasonable sized table of O(log N);
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and the average number of routing hop is increased approximately to O(log N).
Therefore, in overlay’s context, the term “efficiency” has two complementary
faces: (1) efficiency in the size of the mapping table that each node maintains,
and (2) efficiency in the number of hops that are required to find out the resource
(these are also known as state-efficiency tradeoff [7]).

While numerous specific details may differ, the overlays generally manage
identifier allocation and identifier lookup function to achieve such tradeoff. The
allocation function assigns generated identifier to a single node (called root or
target of the identifier) such that the IP address of the root can be searched
using the lookup function. The lookup function routes the query for an identifier,
initiated by a peer node, through the routing path until it gets to the root. Thus,
dependency on the identifier allocation or the lookup function is desperate.

Because of the dependency on the identifier, several assumptions are made:
(P1 ) the algorithm allocates uniform, random distributed identifiers; and (P2 )
participating nodes are cooperative and trustworthy. The first assumption is jus-
tified that the one-way hash function, such as MD5 [9] or SHA1 [10], can suc-
cessfully achieve such property. However, the second assumption is dubious. It is
challenged by the open nature of the overlays; that is, the network will comprise
heterogeneous participants with different operational context including personal
interests, resource plans, security considerations, and so on. We cannot always
expect friendly cooperation between distributed parties.

Castro et al. [11] identified three major requirements to ensure security of the
overlay as: (R1 ) secure identifier assignment mechanism, (R2 ) secure routing
table maintenance, and (R3 ) secure message forwarding. When these require-
ments are not addressed, any overlay is vulnerable to insider attacks such as
mis-routed, corrupted, or dropped messages and routing information triggered
by those uncooperative, untrusted nodes.

In the open environment of overlay networks, the trust for a root node depends
on the trust of the identifier of that node and other nodes whose identifiers are
closely located in the routing path from the root. We refer the assumption P2
and requirements R1–R3 and define related security threats and vulnerabilities
collectively as identifier authentication problem.

The aforementioned overlay networks fail to address the identifier authen-
tication problem because those requirements R1–R3 are rarely or even never
considered. In this paper, we attempt to fulfill the requirements R1–R3 and
propose a solution for the identifier authentication problem in P2P overlay net-
works using identity-based cryptography [12, 13, 14, 15] and identity ownership
proof [16, 17, 18]. The proposed scheme is called ‘random visitor,’ in which a
randomly chosen delegate carries some credential that can prove sincerity, own-
ership, and moderate exclusiveness of a node.

This paper is organized as follows. Section 2 describes the background and
problems with previous works. Section 3 presents overview our scheme. Section
4 presents the mechanisms used in our scheme and illustrate the protocol design.
Section 5 presents some discussions of the performance and effectiveness of the
scheme. Section 6 concludes the paper.
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2 Background

We consider a dynamic peer-to-peer overlay network (or overlay for short) with
N participating nodes. The number of nodes N may change over time because
nodes may join or leave the network. Each node can freely generate one or
more globally unique identifier id using a generation function f . Input of the
generation function is dependent on the specific implementation details of the
overlay. Closely related to the generation function is an identifier allocation and
lookup function, i.e., FA and FR.

2.1 Identity Attacks and Solutions

Although the dependency of the overlay onto the validity of identifier is critical,
recently proposed overlays rarely or even never consider authenticity verification.
As a result, it is easy for an attacker to control the identifier space such that
he can launch various identifier related attacks including well known sybil and
eclipse attacks [19, 11]. These attacks are easy to be exploited because of the
open nature of the P2P overlay networks.

J. Douceur [19] introduced the sybil attack and showed that in an environment
where any entity can generate identifier using f , an attacker can also generate
as many identifiers as needed to forge the allocation or lookup function, FA and
FR. When a reasonably large subset of the identifier space I is controlled by an
attacker, then the sybil attack can be exploited to launch an initiator-based or
a target-based attack [20].

In an initiator (or source) based attack, an attacker selects a victim and place
several 1-hop neighbors near the victim so that he can fill the routing table of
the victim. This attack is also known as the eclipse attack [11, 21, 22]. This
attack is possible because each node collects routing information directly from
its 1-hop neighbors during the bootstrapping procedure [23]. In a target (or key)
based attack, an attacker places forged identifiers near a target node or on the
routing path so that the lookup procedure be forged or hijacked. When these
identifier related attacks are successfully launched, the victim can be partitioned
(or isolated) from the overlay network, or even be hijacked to a fake network [24].
Until now various studies are made to defend against such identity attacks.

The signed existence proof mechanism [20] uses an estimation of the names-
pace density, which indicates a possible attack when the density is greater than
a threshold. If a node detects a suspicious identity, then it requests a signed
proof material which is stored in randomly selected multiple nodes, called proof
managers, to provide a proof of existence that the identifier really belongs to a
node in the network.

In the cooperative admission control scheme [25], a node wishing to join the
network should solve multiple puzzles presented by multiple nodes who reside
in a adaptively constructed node set. This scheme limits the rate at which an
attacker can create forged identifiers to launch sybil attack.
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A circumvention mechanism proposed in [26] exploits tailored routing strat-
egy, which alleviates the effect of the sybil attack. The mechanism uses multiple
lookups performed simultaneously through diverse set of nodes, thus some of the
request can reach the target.

The self-registration scheme [27] binds identifier to the IP address. If a node
is trying to join the network, then it should verify its identity to multiple nodes.
Similarly, S. Čapkun et al. [28] presents public key based and symmetric key
based security association mechanism, in which IP address and public key of a
node is hashed to produce a credential that can be used for authentication.

Singh et al. [22] proposed bounding indegree and outdegree of overlay node
within threshold. Because the sybil or eclipse attack cause the in or out degree
relatively higher than the ordinary nodes, nodes should select their neighbor
such that the node degree do not exceed the threshold. An audit trailing is used
to keep track of the node degree.

2.2 Design Principles and Challenges

Sit and Morris [24] presented design principles for potential defense against iden-
tity threats, some of which are listed below:

P1) Define verifiable system invariants.
P2) Allow the querier to observe lookup progress.
P3) Assign keys to nodes in a verifiable way.
P4) Cross-check routing tables using random queries.

These principles occur in several researches dealing with identity protection
and some of them have been partly addressed by previous work. For example,
[27] and [28] addresses P1 by introducing such invariant as IP address in to the
generation of identifier. Auditing in [22] is possibly a way of observing the lookup
progress of P2. Principle P3 is partly addressed by [20] and [25]. That is, only one
who has admission can join the network with given presented identifier. Multiple
querying scheme in [26] is a way of cross-checking the routing table. If some or
all of the queries fails, then there is on-going identity attack.

2.3 Problems with Previous Approaches

In this paper, we contend that “when an identifier generation function f is
public, any node who is ‘sincere’ enough to follow the restriction posed by f
(some cryptographic puzzles [25], for example) can join the network successfully
and observation cannot distinguish an attacker from a decent user.”

The indegree and outdegree observation in [22] cannot be applied when an
attacker controls extremely few, but critical identifiers. Therefore, most of the
recent approach to defend against identity attacks such as sybil and eclipse relies
on admission control by which identity verification function v tests sincerity of
the node. We refer these mechanisms as sincerity proof scheme. Simply to say,
this scheme accepts anyone who appears to be sincere.
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As criticized in [11], however, the sincerity proof scheme is limited by itself
when the scheme is applied in a heterogeneous environment, where participating
nodes have different computing resource. Furthermore, Douceur [19] has shown
that “Although sybil attack can be limited to some degree by the sincerity proof
scheme, the attacker can still have opportunity to generate as many identities as
he needed; and the amount has lower bound ρ, which is the ratio of the comput-
ing resource of an attacker to the resource of a decent entity who has minimal
capability.”

In the following subsections, we introduces two mechanisms that can be used
to mitigate identity attacks and help us follow those design principles P1 − P4.

Ownership Proof Scheme. Public key based ownership proof, we consider in
this paper, is originally proposed in [16] and subsequently adopted in many
applications including RFC 3972 [17, 18]. In a distributed environment, the
scheme present a simple but strong enough mechanism to prove ownership of
identity without requiring any central agency or such infrastructure as PKI.

The underlying concept is that when a public key is used as an input to the
identifier generation function f , such that

id = f(public key),

then the id can be proved to be owned by the private key holder using

v(id, public key) �→ {success, fail}

A commonly accepted identifier generation function is a cryptographic hash
like MD5 or SHA1. However, we should note that the ownership proof itself is
very weak to be used for identifier authentication.

Exclusiveness Proof Scheme. In a network, exclusiveness means that an
identifier id can not be used in the same network for other node. If there exist any
such scheme, then it provides more powerful security than the ownership proof
does. To our knowledge, however, no scheme is known to achieve exclusiveness
in distributed P2P networks.

Alternatively, recent researches provide proof of moderate exclusiveness by
including IP address information in the input of identifier generation function
f . If an identifier is generated by id = f(ip), then interim routing nodes or any
external attacker cannot spoof the identity. More discussion about binding IP
to identifier can be found in several literatures [11].

3 Our Approach

3.1 Random Visitor

We consider a peer-to-peer network in which an entity is trying to verify identity
of another peer, where the former we call an initiating peer or simply an initia-
tor and the later we call a target peer or simply a target. The P2P network is fully
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dynamic in time and space allowing changes of location and identifier. Then a
random visitor is defined as follows.

Definition 1. (Random Visitor) A random visitor is a third party who is
serving as a delegate of an identity proof procedure triggered by an initiator
against a target. The random visitor needs not to be trusted by the initiator or
the target, or vice versa; nor to have any shared secret with the initiator or the
target. The identity proof is unidirectional.

The random visitor in our approach is a delegate who actually carries a key
material k (to be defined later) that can be used by the target to prove his own
identity to the initiator. As the name implies, the delegate is selected randomly
from a delegate space D. In the later subsection, we will discuss various classes
of D. When visited by a random delegate, the target should respond within
due time t < ts, where the ts is the sojourn time of the delegate. If the target
either fails to manipulate k and prepare response, nor manages to respond to
the initiator within ts, then the initiator judge that the identity of the target
has been compromised (i.e., there is on-going sybil or eclipse attack).

For easy of reference, we will refer the random visitor scheme as FRV . It is a
function defined as

FRV : P × I × T �→ {success, fail}

that maps to an ordered pair (unidirectional) of peers a value success or fail
at the evaluation time. That is, if FRV (pi, idk, t) = success, then the identity
of target idk is proved to be authentic in the perspective of initiator pi, at time
t (t0 ≤ t ≤ t0 + ts). t0 is the time at which the initiator has requested service of
the random delegate.

Because of the identity attack such as sybil or eclipse is closely related to the
routing path from the initiator to the target, FRV (pi, idk, t) �= FRV (pj , idk, t)
when pi �= pj . Furthermore, because the P2P network is dynamic, it is not always
guaranteed that FRV (pi, idk, t1) = FRV (pi, idk, t2) when t1 �= t2. If the identity
of the target changes, i.e., from idk to id′k (idk �= id′k), then FRV (pi, idk, t1) �=
FRV (pi, id

′
k, t2), where t2 = t1 + δ (δ > 0).

In summary, the delegate is any randomly selected third party who has no
pre-configured credential, and he can deliver k successfully to the target. The
binding between three tiers are created on the fly. In later section, we will design
a mechanism that can provide a simple but cryptographically tight binding.

4 The Framework

In this section, we present overall description of our framework and several con-
stituents. We start the discussion by introducing a noble public key cryptography,
called identity based cryptography.
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4.1 Identity Based Cryptography

In this paper, we use the idea of identity-based cryptography (IBC) [12, 13, 14, 15]
to fulfill the design principles of P2P overlay network proposed in [24] so that
we can defend against identifier-related attacks like sybil [19] and eclipse [22]. In
summary, we use IBC to assert moderate exclusiveness of an identifier.

The concept of identity-based cryptography was originally introduced by Adi
Shamir in 1984 [12] and has been studied in the cryptography context. The
purpose of the IBC is to eliminate the demanding task of collecting public key
certificates of peers and verifying the signatures signed by some trusted third
party. It just uses a well known, self-evident identity information as the public
key of a peer.

Any globally unique identity information can be used for this purpose, includ-
ing an e-mail address, a phone number, or an IP address. When Alice wants to
a message to Bob, for example, she signs it with her private key, encrypts the
result using recipient’s name “Bob”, appends her own name “Alice”, and send
the result to Bob. Then Bob decrypts the message using his own private key
and verify the signature using the sender’s name “Alice”. In IBC, the private
keys owned by Alice and Bob are created by a trusted third party (TTP) using
their respective name “Bob” and “Alice” [12]. The private key is generated by
the TTP using [29, pp. 434-457]

private key = Fpri(master secret, public identity), (1)

where the master secret is only known by the TTP. The TTP sends the resulting
private key to the holder of the public identity through a secure channel possibly
at the bootstrapping time.

Note that the name “Bob” or “Alice” is a publicly known value so the IBC
mechanisms uses internal credential, which we will refer as sec (cf. equation
(5)), to ensure only the correspondent can decrypt a cipher message or generate
a signature using Fenc and Fsig.

The original crypto-system proposed by Shamir [12] was a signature scheme.
Recently, two identity based encryption schemes are proposed in [13, 14] and
proved to be secure and practical [15]. In this paper, without providing details
of the respective method, we assume that there are two IBC’s Fenc and Fsig

for encryption and signature, respectively. IBC functions used in this paper are
defined as

cipher text = Fenc(plain text, public key) and (2)
signature = Fsig(plain text, private key) (3)

where ‘public key’ is the identity information and the ‘private key’ is the sec.

Applying IBC to Random Visitor. Although IBC is simple and efficient, it
has a drawback that the trusted third party is required to generate the private
key of the recipient of the message. Our scheme eliminate the requirement by
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making peers to generate its own private key by oneself. That is the Fpri is
performed by the public identity holder.

The identity of each peer is a b bit binary string such that id = (l1, l2, . . . , lb)
and li ∈ {1, 0}. To use IBC in our scheme, we use the steps shown in Algorithm 1.

Algorithm 1. Application of IBC for random visitor
R0 (Condition) A delegate d ∈ D has it’s own publicly known identifier idd.
R1 (Setup) d uses Fpri to generate its own IBC private key secd, which is related to

its identifier idd and IP address IPd.
R2 (Generate) An initiator i generates a key material k using the method discussed

in the following subsection.
R3 (Delegate) i signs k with his own identifier-IP pair, (idi | IPi), encrypts the result

using (idd | IPd), and sends to the delegate d.
R4 (verify) d decrypts the message using his own identity (idd | IPd) and verifies the

signature using the identity (idi | IPi).
R4 (Visit) d signs k with his own identifier-IP pair (idd | IPd), encrypts the result

using target node’s identifier (idt | IPt), and sends to t.

The Algorithm 1 only include partial operations of the random visitor scheme.
We will complete the procedure in Section 4.3 when we introduce two phase
random visitor scheme.

Moderate Exclusiveness. Our scheme FRV achieves moderate exclusiveness
by introducing identity-based cryptography for the random visitor scheme such
that “only one who is bound to an initiator through a randomly selected delegate
can respond to the initiator successfully using the information stored in the key
material k.” As a result, FRV makes the attacker blind or partly sighted (who
can only see the initiator and the target). Furthermore, the location of the target
is also tied to the k so that the scheme achieves network-bound exclusiveness.
The chance that an attacker can compromise the scheme is also limited by the
sojourn time ts.

4.2 Key Material k

In stating the concept of random visitor scheme, we have left the details of
the key material k unaddressed. In summary, together with identity id, the key
material k is used to evaluate ownership of an identifier.

Recently developed method to prove ownership of an identity in a distributed
environment is to generate the identity from the public key of the owner by using
a mechanism similar to CAM [16, 17, 18]. For this purpose, identifier of a node
t is generated as

idt = H(Ku
t | IPt), (4)

where Ku
t is the RSA public key and IPt is is IP address of t. In this paper, we

will use modified version of this format as given in equation (6).
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Fig. 1. Overview of proposed random visitor scheme

When an initiator i is trying to verify target identifier idt through a delegate
d, the key material k is generated by the initiator as follows:

k = Fenc(Ni | Nt, idt | sec), (5)

where Ni and Nt are random nonce generated by initiator and target respec-
tively; and sec is a credential generated by the target and sent to the initiator
securely by encrypting it as t → i : Fenc(sec, idi). The sec is an IBC related
credential used by IBC mechanism.

The k is encrypted value of the two nonces using the concatenated value
(idt | sec) as the key. Therefore, secrecy of the IBC guarantees that only the
target can see the nonce Ni.

The use of id and k achieves that “the one who can properly manipulate the
key material k owns the auxiliary identifier id, thus the ID is tied to that node.”

4.3 The Protocol

In a dynamic overlay network, if a node i is trying to connect to node t, it should
verify that the identifier idt of the node t is authentic, i.e., created and owned
by the one who claims to be. We propose an identity verification mechanism,
called random visitor scheme, which works in two phases (see Fig. 1).

We assume that the network is dynamic so that the identifier of each peer
or their location (IP address) changes. However, whenever such change is made,
the peer who made such change is responsible to perform identifier management
function FA to keep the overlay be synchronize [30, 31]. We also assume that
each node has a fixed, globally unique user identifier ID. Therefore, using our
identifier proof mechanism means to prove that the ID is strongly tied to the IP
address of the node in such a way that the ownership is verifiable and the ID−IP
pair is used exclusively in current overlay network. These are achieved by using
an auxiliary identifier id. For a node t, its auxiliary identifier idt is created by
using a hash function:

idt = H(IDt | Ku
t | Nr | Nt | IPt), (6)

where IDt is the globally unique identifier of t, Ku
t is the public key generated

by t during bootstrapping procedure, Nr is a nonce included an initial request
message sent by the initiator, Nt is a nonce generated by t, and finally IPt is
the IP address of t.
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When an initiator i is trying to verify target identifier ID − IP, it verifies
idt through a delegate d. Therefore, the idt is generated whenever an identifier
verification is required between two nodes. The overall protocol is shown in
Algorithm 2.

Algorithm 2. Random visitor protocol
(First Phase)
P1 i : search target using IPt = FR(IDt)
P2 i −→ t : send a request message to IPt : “request (idi | IDt | Nr)”
P3 t : idt = H(IDt | Ku

t | Nr | Nt | IPt)
P4 t −→ i : idt | Ku

t | Fenc(sec, idi) | Fsig(idt, Kr
t )

(Second Phase)
P5 i : k = Fenc(Ni | Nt, idt | sec)
P6 i −→ d : Fenc(idt | idi | k, idd | IPd) | Fsig(k, idi | IPi)
P7 d −→ t : Fenc(idt | idd | k, idt | IPt) | Fsig(k, idd | IPd)
P8 t : pr = H(Ni)
P9 t −→ i : Fenc(idt | idi | pr, idi | IPi) | Fsig(pr, idt | IPt)

In the first phase (P1 – P4), the initiator needs to find the IP address of
the target using ordinary lookup mechanism, such as Pastry [6]. It is denoted
as IPt = FR(IDt) (P1). Because the network is dynamic, current IP address
of a peer can only be found by using FR, assuming that the peer is on-line
and has performed identifier allocation using FA. The FR can be any discovery
mechanism of DHT based overlay network; or P2P framework like JXTA [32].

After the initiator acquired IP address of the target, it needs to verify the
authenticity of the ID−IP pair. Thus it sends a request for identifier verification
protocol (P2). The target generates new auxiliary identifier idt using equation
(6). The nonce Nr included in the request message ensures that the idt is fresh.
Upon receiving the request message, the target generates new auxiliary identifier
idt (P3), public key Ku

t , and a private credential sec; and sends them to the
initiator (P4). Because the sec only needs to be known to the initiator, it is
encrypted using initiator’s public identity, idi. Furthermore the procedures P3
and P4 collectively provides ownership of the private key Kr

t , which can be used
later for session key establishment.

In the second phase (P5 – P9), the initiator generates a key material using
the response from the target (P5), and delegates the proof mechanism to a
randomly selected node d ∈ D (P6). The selection method will be discussed
shortly below. The delegation message is signed using Fsig(k, idi|IPi) so that
the delegate d can prove the authenticity of the message. The delegate forwards
k to the target after appending it’s own signature (P7).

When the target t receives k from the delegate, it can decrypt it and prepare
a proof material pr = H(Ni) (P8). The target sends pr along with its signature
to the initiator (P9). The initiator checks the signature and the hashed proof
pr. If the hash matches, the identity verification completes.
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Fig. 2. Multiple delgators in tandem

Attacker’s View. The proposed random visitor scheme provides ownership
proof and moderate exclusiveness for a given identifier ID, which is claimed
to be held by an entity who is using given IP address. Without the proof, an
attacker can launch sybil or eclipse attack by placing forged identifier near, in
the identifier space I, enough to the target or to the initiator.

Because the idt is generated using hash function which takes target’s public
key and IP address as its input, it provides ownership proof of public key Ku

t

that can not be spoofed by any other node. Furthermore, as the key material
k is conveyed by a randomly selected delegate d, an attacker has not enough
time to place forged identifier near the random visitor. In other words, if an
attacker is trying to launch a sybil or eclipse attack, he must forge large enough
identifiers so that any randomly selected d resides within the range of the forged
identifiers with very high probability, which limits the possibility of successful
identity attack.

As the identities and the IP addresses of the initiator, delegate, and the target
are included in the delegation message, they also provides moderate network-
bounded exclusiveness.

Expanding the Random Visitor. As discussed in the previous subsection,
the strength of the random visitor scheme partly relies on the random selection
of the delegate d from the delegate space D such that an attacker faces the
difficulties of placing some forged identifiers near the randomly selected delegate
in due time before the protocol starts and preparing proper response before
expiration of ts.

Therefore, we can make a slight modification to the second phase to support
multiple tandem delegates, by which increasing the difficulty of identity forgery.
A multiple delegates scheme is shown in Fig. 2. We still need to clarify the
selection mechanism for multiple delegates, which will be presented when we
discuss several classes of D.

4.4 Special Classes of Random Visitor

Next, we consider random visitor with special structures by classifying the del-
egate space D.

Central : This is a special class of the random visitor where |D| = 1. That is, the
delegate is not random but a static one. If the delegate is not random, however,
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Target

Initiator
1st search
random visits

fixed node

(a) A centralized random visitor

Target peer

Initiator
1st search
random visits

(b) An integrated random visitor

Target

Initiator
1st search
random visits

Cloned target

Cloned initiator

"Identity proof service overlay" 
(second ring)

"Original overlay" 
(first ring)

(c) A split random visitor

Fig. 3. Random visitor classes

the possibility that an attacker can launch an identity attack does not decrease
by introducing our two phase random visitor scheme. Diagram shown in Fig. 3(a)
illustrates this class.

Integrated : In this class, multiple tandem delegates are selected from D using the
overlay lookup function FR. Thus the first and second phases of random visitor
scheme will look like a two different routing path such that IPt = FR(IDt) =
FR(idt). This is illustrated in Fig. 3(b). Because the two identifiers IDt and idt are
not equal to each other, the result has different routing path and routing length.

Split : This class is similar to the integrated one, but differs in the fact that the
second phase is separated from the first phase. The second phase is an isolated,
possibly another overlay network that is different from the one the initiator and
the target resides. We can call the the former a second ring and the latter a first
ring. When the request message is received, the initiator and target become a
cloned one of the second ring. Thereby the RV scheme starts from the cloned
initiator and ends at the cloned target. This is illustrated in Fig. 3(c).

Random Visitor as a Service. The split class of random visitor can be further
generalized to be used for an identity proof service (IPS) model. In other words,
any node that belongs to a global P2P overlay network and who wants to verify
identity of another peer sends a request to the peer. Then the two parties can
clone themselves by generating idt and idi; and join to the IPS overlay (the
second ring) to perform second phase of the random visitor scheme.
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5 Preliminary Analysis

In this section, we present some quantitative figures to support effectiveness of the
proposed mechanism. A more detailed qualitative analysis is left for future work.

5.1 Overhead of Random Visitor Scheme

The management cost (table size and routing hops) increased by the FRV de-
pends on the class of D. The central configuration requires management cost
of the central server. It is globally working server, for which global trust is not
required. As discussed in 4.4, however, the central configuration can not achieve
what random visitor scheme has intended. In the integrated configuration, the
per-node routing table size is doubled because two routing paths are required.
The split configuration costs management of the second ring, for which per-node
routing table size will be O(log |D|).

The number of keys generated by each node also increase. Firstly, random
visitor scheme uses two public key schemes: RSA and IBC. Furthermore the
IBC uses (id | sec) or (id | IP) as the key. Therefore, the FRV requires one
static RSA key pair and frequently changing key pairs of IBC.

Also the auxiliary identifier id, defined by equation (6), is generated whenever
a new identification verification request is received.

Because the network is dynamic, the second ring of split scheme may show
churn by itself, increasing the management cost of the ring. In the perspective
of identity proof service (IPS), however, we may assume that the second ring
consists static peer-to-peer (P2P) nodes who are members of existing overlay
network such as Napster, SETI@home, or Gnutella. The management cost for
the second ring will be a reasonable one.

5.2 Cost of Identity Attack on FRV

Because the nature of the identity attack such as sybil and eclipse, the cost of
identity attack is

∑
cid, where cid is the cost to forge an identity id ∈ I. That

is, the total cost depends on the total number of nodes n whose identifiers are
forged. Because of the binding randomly generated by the FRV , n is increased
to O(|D|). In integrated configuration, O(|D|) is an upper bound; on the other
hand, it is a lower bound in split configuration.

6 Conclusion

In this paper, we proposed a mechanism, called random visitor scheme, to defend
against identity attacks such as sybil and eclipse. Our design has been motivated
by two main factors: (a) only one who is bound to an initiator through a dele-
gate can respond to the initiator successfully; and (b) the one who can properly
manipulate the key material owns the identifier that is being tested. Design
rationale and framework details are presented. However, we only provided pre-
liminary discussion relating cost and strength of the mechanism, leaving detailed
qualitative analysis as a future work.
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Abstract. Due to the growing number of privacy infringement prob-
lems, there are increasing demands for privacy enhancing techniques on
the Internet. In the PKIs, authorized entities such as CA and RA may
become, from the privacy concerns, a big brother even unintentionally
since they can always trace the registered users with regard to the public
key certificates. In this paper, we investigate a practical method for pri-
vacy protection in the existing PKIs by separating the authorities, one for
verifying ownership and the other for validating contents, in a blinded
manner. The proposed scheme allows both anonymous and pseudony-
mous certificates to be issued and used in the existing infrastructures in
the way that provides conditional traceability and revocability based on
the threshold cryptography and selective credential show by exploiting
the extension fields of X.509 certificate version 3.

1 Introduction

A Public Key Infrastructure (PKI) plays an important role in asserting the own-
ership of public keys for users. Both the public key and the related information
including the ownership and some useful attributes, should be signed by an au-
thorized entity as the current standard, X.509 [19,30]. During the past decade,
the PKIs have been widely deployed to support various communication sessions
and electronic transactions over the Internet [4]. However, when we consider the
privacy infringement problems on the Internet, it may not be difficult to find
that the PKI does not protect privacy well at least because of the followings.

– The signed certificate should be publicized by the authority, for example, in
the directory system, in a way that discloses lots of information about users
in an “authentic” manner.

– An anonymous or pseudonymous certificate [1,17,24], saying that the true
identity is not included in a subject field, could enhance the privacy to some
extent. However, authorized issuers such as Certification Authority (CA)
and Registration Authority (RA) may become, from the privacy concerns, a
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big brother even unintentionally since they can always trace the registered
users with regard to the public key certificates.

In this paper, we solve the problem by investigating a practical method for
privacy protection in the existing PKIs by separating the authorities, one for
verifying ownership and the other for validating contents, in a blinded manner.
We mean by the existing PKIs that we will make use of X.509 certificates in
the current deployment. Thus, the proposed scheme allows both anonymous and
pseudonymous certificates to be issued and used in the existing infrastructures
in the way that provides conditional traceability and revocability based on the
threshold cryptography and selective credential show by exploiting the extension
fields of X.509 certificate version 3.

In order to enhance privacy, plenty of work has been done since D. Chaum [10]
first introduced an anonymous credential system [5,6,7,11,12,20,29]. Many
schemes that anonymize the transport medium between users and service
providers are not main concerns in this paper [8,16,22,25], even though they
are complementary to pseudonym systems (to prevent traffic analysis). Most of
the current anonymous credential systems (1) are expensive (computationally
and/or spatially), and (2) are hardly applicable to the existing PKIs. Rather,
our work is close to the practical schemes considered in PKIs [17,18,24] but our
scheme should have much more interesting and valuable features compared to
them. Recently, we have found the closest work of Benjumea, Lopez, Montene-
gro, and Troya [3], but still we provide more useful and practical properties.

In Section 2, the basic concept of our privacy protection method is described.
In Section 3, the detailed protocol is introduced while its analysis and discussions
are handled in Section 4. This paper is concluded in Section 5.

2 Privacy Protection in PKI

We define the traceable anonymous certificate1 (briefly TAC or anonymous cer-
tificate in this paper) that is distinguished from the conventional pseudonymous
certificate [17,19,24,30] in the fact that the certificate filled with “anonymous” or
any random pseudonym in the subject name field must be conditionally traceable
and revocable. Note that it is not simple to issue anonymous certificates when
we consider conditionally-revocable and unforgeable anonymity in the legacy in-
frastructure. The difficulty can be observed from the following simple scenarios.

– If CA issues an anonymous certificate without verifying a true identity, it is
untraceable.

– If CA issues it but with verifying the real identity, CA can anytime link it
and the real identity. So, we say a big brother.

1 A user can fill out the field with a pseudonym. However, users tend to choose their
preferred pseudonyms (rather than random ones) multiple times and this may allow
possible linkage between different certificates. Thus, we recommend to anonymize
the subject name field or to fill it with a random pseudonym, for example, by using
the base 64 encoding of the SHA1 message digest of the private key [28].
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– If CA issues it but with blind signatures, CA cannot verify the contents of
certificate and the certificate may be untraceable and forgeable.

We could solve the problems simply by dividing the issuer. In other words, we
could separate the functionality of verification of ownership from the validation of
certificate contents. For example, we can devise a simple protocol in the current
PKI model. 1) A user proves a true identity to RA (Registration Authority) and
obtains a kind of token in a confidential manner. 2) The user then shows the
token along with certificate contents to CA (without proving the true identity
this time). 3) Finally the CA signs the certificate if the token is valid and returns
the signed certificate to the user. RA and CA should keep user’s true identity and
the serial number of certificate, respectively, by indexing with the token. 4) When
abuse is detected, CA and RA may be requested to disclose the true identity
as for the corresponding certificate. They use the saved token as an index and
match the result for tracing the identity. This simple protocol looks like working
for PKIs. However, there still exists several limitations and problems.

– A malicious user can deceive the authorized parties easily since the token has
no more than freshness and does not give any explicit connectivity between
identity and contents. For example, the malicious user obtains the token in
one place and gets the certificate in the other place. Note that this mixing
is necessary for communicating with distinct servers subsequently. Then the
malicious user can deny having gotten the certificate and assert the token
was stolen. The authorized parties cannot prove the malicious user is lying.

– If the token is really compromised, the scheme fails at any phases. Say, the
token is not a simple index any more and should have the same security level
to secret keys. This is because the token is not intrinsically related to the
corresponding session under cryptographic methods.

– The authorized parties are not extensible and scalable. Even if more than
two issuers are organized, for example, one CA and multiple RAs, then two
of them (one CA and one RA) can always disclose the user’s true identity
without the others’ agreement.

Therefore, we extend the simple separation-of-authority idea to have more con-
crete system. First we describe our goal and introduce our basic model for achiev-
ing the goal from the general perspectives.

2.1 Goals and Requirements

The main goal of this paper is definitely to design a new separation-of-authority
model and a specific protocol in a way that enables the traceable anonymous
certificate in the existing PKIs. So, the following requirements must be satisfied.

– In appearance, the traceable anonymous certificate should be an X.509 cer-
tificate in which the subject name field is only anonymized or possibly filled
out with a random pseudonym for high compatibility.

– The token must be unique and cryptographically bound to the correspond-
ing session so that the malicious user could not deny afterwards and its
compromise should not be the same as the compromise of secret keys.
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– The separated authority must be scalable and allow threshold cryptography.
– The traceability and revocation must support bi-directional capability be-

tween identity and pseudonym. It should be able to trace a true identity
from the anonymous certificate and vice versa, on agreement.

– The anonymous certificate must support anonymous credential system by
providing a selective credential show.

2.2 Our Separation-of-Authority Model

In Table 1, we enumerate the notation to be used in the rest of this paper. Let
κ be a general security parameter (say 160 bits) and � be a special security
parameter for public keys (1024 or 2048 bits). {M}SIGX implies a message M
along with its signature under X ’s signature key, while {M}ENCX means an
encrypted message under X ’s public key.

Figure 1 depicts our basic model, the separation-of-authority model, from the
general perspectives, for issuing a traceable anonymous certificate in the current
infrastructure. We define a certificate domain CD = {AI, BI} where at least two
authorized parties (AI similar to CA and BI similar to RA) work for issuing a
traceable anonymous certificate. For accommodating multiple authorized parties,
we allow a number of BIs in CD by re-defining CD = {AI, BIi} for 1 ≤ i ≤ n.
In abstract, a user U authenticates him or herself to the anonymous certificate
issuer CD (more exactly AI and BIs) and then obtains the traceable anonymous
certificate in a confidential manner. Thus, we need the following assumptions in
our model.

Table 1. Notation

Participating entities

U User CA Certificate Authority
AI Anonymous Issuer BI Blind Issuer
SP Service Provider / Site CD Certificate Domain (AI ,BI)

Cryptographic Primitives and mathematical notations

SIGX Signature under X’s private key H(·) Strong one-way hash function
ENCX Encryption under X’s cipher key ⊕ Exclusive OR
← Inclusion ←R Random selection
φ(·) Euler totient function

Protocol parameters

IDU User’s real ID PNU User’s subject name
pkX X’s public key skX X’s private key
apkU User’s anonymized public key askU User’s anonymized private key
e CD’s public exponent d CD’s private exponent
d1 BI ’s private exponent d2 AI ’s private exponent
N CD’s RSA modulus r User’s blind factors
M Anonymous certificate’s contents SN Certificate’s serial number
b Anonymous certificate’s header ci Credentials
⇒ Send over secure channels CTU User’s real certificate
κ, � Security parameters TACU User’s anonymous certificate
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Fig. 1. A Separation-of-Authority Model

– There must be a specific method for authenticating U in steps 1 and 2.
For example, U can be authenticated by showing some identification off line
or by using the legacy certificate issued by CA on line. In the latter case,
U is postulated to have own digital certificate in the current PKI. More
weakly but conveniently, CD could accept password authentication methods
afterwards.

– Secure communications channels must be established in steps 1 and 2, steps
3 and 4, and steps ii and iii, respectively. For example, we may assume the
use of the current PKI and its most influential solution SSL/TLS or a kind
of digital envelope for establishing secure channels. For the reasons, AI and
BI are respectively postulated to have their own digital certificates in the
current PKI.

We describe briefly the general procedure in our model step by step.

– Steps 1 and 2: BI verifies the true identity of U and blindly authenticates the
contents of anonymous certificate. (Note: The blindly authenticated message
corresponds to the token mentioned above.)

– Steps 3 and 4: AI verifies the contents of anonymous certificate without
knowing the true identity and completes issuing the anonymous certificate.

– Step i: U utilizes the traceable anonymous certificate for registration or au-
thentication to SP .

– Steps ii and iii: If abuse is detected, SP reports to AI so that AI can trace
the corresponding identity by virtue of BI. If U ’s anonymous certificates
must be revoked, BI and AI may identify them.

In step i, we can observe that no change is needed to use the anonymous cer-
tificate in the existing PKIs. The basic idea behind this model is that AI could
control and verify the contents of a anonymous certificate without knowing the
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user’s real identity, while BI could verify the user’s real identity without knowing
the contents of a anonymous certificate when issuing it. This simple separation
could wisely disconnect the links between the real identity IDU and the anony-
mous certificate (or possibly a pseudonym) unless AI and BI collaborate.

As for the simple protocol we have mentioned above, we should have to solve
problems related to the token and the extensibility. For the purpose, we enforce
the user to contribute to the token, and make use of the mediated RSA-based
blind signature for blinded authentication of message by multiple parties. In
that sense, X.509 anonymous certificate is digitally signed by an RSA signature
scheme, which is (arguably) a current de facto standard in PKIs [26]. Detailed
version of our protocol and its extensions are described in Section 3.

2.3 Other Anonymous Credential Schemes

In 1981, Chaum introduced digital pseudonyms along with anonymous remailer
systems [8]. Later in 1985, Chaum first introduced an anonymous credential
system (also called pseudonym system) that allows users to interact with mul-
tiple organizations anonymously by using different pseudonyms in abstract [10].
Subsequently, Chaum and Evertse proposed a concrete scheme based on RSA
but this required the involvement of a trusted third party in all transactions,
which is undesirable in a distributed environment [11]. In 1988, Damg̊ard pro-
posed a credential system in which the central authority’s role is very limited
to ensuring that each pseudonym belongs to some valid user [14]. However, his
scheme relied on quite heavy cryptographic primitives such as multi-party com-
putations and zero-knowledge proofs. In 1995, Chen designed a practical scheme
for Damg̊ard’s model by using the discrete-logarithm-based blind signatures, but
her scheme overly postulated that the trusted party should refrain from transfer-
ring credentials between different users [12]. All of the above mentioned schemes
did not consider protection against pseudonym sharing. In 1999, Lysyanskaya,
Rivest, Sahai, and Wolf solved this problem but their scheme was again ex-
pensive because of their manipulation of one-way functions and zero-knowledge
proofs [20]. In the same year, Brands proposed a discrete-logarithm-based cer-
tificate system by dealing with the privacy protected attribute certificates [4,5].
While this scheme looks infeasible to provide multi-show credentials, his scheme
still remains useful. In 2001, Camenisch and Lysyanskaya first introduced an
unlinkable pseudonym system that allows a user to demonstrate the posses-
sion of credentials as many times as necessary (say, multi-show) without link-
ing each pseudonym and involving the issuing organization, and provides op-
tional anonymity revocation [7]. They employed strong-RSA-based signature
schemes and group signature schemes but are still complex due to proof of
knowledge [2,13]. Subsequently, Camenisch and Herreweghen implemented their
prototype called idemix (identity mix) [6]. Friedman and Resnick introduced a
new method to generate a anonymous certificate through blind signatures but
the centralized authority cannot verify the content of the anonymous certifi-
cate due to its blindness [15]. Verheul proposed another unlinkable scheme using
self-blinding techniques constructed from bilinear map [29]. His scheme does not
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provide selective demonstration of credentials and is hardly interoperable with
RSA-based PKIs. It is also difficult to prevent a pseudonym abuse of malicious
users.

3 Traceable Anonymous Certificate Protocols

We introduce our basic protocol for handling the traceable anonymous certificate
and its extensions in this section.

3.1 Basic Protocol

Protocol Setup. As assumed in Section 2.2, we defined the following protocol
setup for running the basic protocol.

– User Authentication
• U has an ordinary digital certificate issued by CA under U ’s true identity.

This may be used for user authentication.
• Otherwise, U should face BI in order to show his or her identification

off line (in Step 1).

u

{ }
AI

ENC
w

{ } , ,{ }
PN AI

SIG ENC
M r w

z

{ } :
BI

ENC U
u ID〈 〉

:{ }
AI

U ENC
SN z〈 〉

revocation

&

trace

Fig. 2. Anonymous Certificate Protocol (Note: Channels are assumed secure.)

– Secure Communications Channel
• AI and BIs have respective digital certificates issued by CA. Respective

public keys are used for establishing secure sessions.
• For establishing SSL/TLS sessions, the certificates are used along with

server (AI and BIs, respectively) authentication.
• Simply we can construct a digital enveloped message: {M}ENCK ,

{K}ENCAI . It means that a large message M is encrypted under sym-
metric encryption key K while K is encrypted under the certified public
key of AI.
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– Certification Public Key
• All authorized parties in CD should share the same public key param-

eters that will be used for certification. This is different from the ones
used for establishing secure communications channels. We focus on us-
ing RSA for wide acceptance and define that AI and BI share the same
public key 〈e, N〉 for certification.

• As for the RSA private exponent d of CD, we split it into two shares
in the way that AI and BI should hold d2 and d1 respectively where
d = d1d2 mod φ(N), for generating partial signatures.

• We could apply a threshold digital signature scheme [27] for BI ’s partial
signatures by deploying a number of BIs (see Section 3.2.1)

– User’s Knowledge
• U knows at least three public key certificates of servers such as CD, AI,

and BI respectively, as we mentioned above.

Anonymous Certificate Issuing. U proceed with the following steps (See
Figure 2) for obtaining a traceable anonymous certificate, and repeat this pro-
tocol to acquire more anonymous certificates. Remind that ⇒ means a secure
channel that must be encrypted under a proper encryption key.

1. U ⇒ BI : u
U sets PNU = “anonymous” or with a random pseudonym, and generates
a new key pair 〈apkU , askU 〉. U also computes SNU = H(CD, apkU , ρ) by
choosing a κ bit random number ρ. U then constructs an X.509 certificate
skeleton by composing b ← 〈SNU , PNU , apkU 〉 and M ← 〈b, (ci)〉. U subse-
quently computes h = H(M) . Finally U computes u = h · re mod N where
r ←R {0, 1}κ and sends u to BI.
At this stage, U must be authenticated by BI, for example, by establishing
SSL/TLS channel with full authentication.
Upon receiving u, BI computes w = ud1 mod N and records 〈{u}ENCBI :
IDU 〉 in its stable storage. Note that U ’s true identity IDU was obtained
by user authentication, for example, from the U ’s certificate. Finally BI
computes {w}ENCAI and sends it back to U .

2. BI ⇒ U : {w}ENCAI

Upon receipt of this message, U computes 〈{M}SIGPN , r, {w}ENCAI 〉 and
sends it to AI. Note that {M}SIGPN means message M and its signature
under askU rather than skU .

3. U ⇒ AI : {M}SIGPN, r, {w}ENCAI

Upon receiving this message, AI should abort unless {M}SIGPN is valid.
After computing z = wd2 mod N , AI should abort unless z · r−1 mod N is
verified by 〈M, e, N〉. Finally AI records 〈SNU : {z}ENCAI 〉 in its stable
storage, and responds with z.

4. AI ⇒ U : z
Upon receiving z, the user U recovers hd mod N by computing z·r−1 mod N .
U should abort unless hd mod N is verified under 〈M, e, N〉. If it is verified,
U can hold 〈M, hd mod N〉 as a new traceable anonymous certificate.
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Now the user can access any service providers or sites (called SP s), with his
or her anonymous certificate as (s)he does with a real identity certificate. The
anonymous certificate can also be revoked, for example, by using a CRL or OCSP.
This property makes our scheme conform to the legacy systems very easily.

Mandatory Revocation and Trace. Abuse of anonymity or pseudonymity is
a problem that must not be neglected even if it is weak anonymity. When one’s
abuse is detected, SP can ask mandatory revocation and trace functions to AI
by submitting SNU of the corresponding certificate in step ii. Then AI and BI
may run the following protocol. Remind again that ⇒ implies a secure channel.

iii. AI ⇒ BI : z
Upon obtaining SNU , AI could retrieve 〈SNU : {z}ENCAI〉 from its storage,
in order to recover z. AI then sends z to BI.
Upon receiving z, BI can raise it to e and derive u. Finally, BI encrypts u
under its own public key, and retrieves 〈{u}ENCBI : IDU 〉 from its storage
so as to obtain a real identity IDU .

As a result, the true identity IDU can be disclosed.
On the other hand, when all anonymous certificates owned by a specific user

must be revoked, for example, a certain user U ′ is known to be a criminal or spy,
another protocol is necessary. In this case, AI and BI may run the following
protocol.

iii’. BI ⇒ AI : w1, · · ·,wi
Upon the identity IDU ′ , BI could retrieve all records 〈{u}ENCBI : IDU ′〉
from its storage, and aggregates all corresponding u values. BI then com-
putes w = ud1 mod N for all aggregated values. Subsequently BI sends all
w values to AI.
Upon receiving the list of w values, AI may raise the respective w values
to d2 so as to obtain corresponding z values. AI then encrypts respective z
values under its own key, and retrieves 〈SNU ′ : {z}ENCAI〉 from its storage.
Finally AI is able to obtain the corresponding SNU ′ values.

As a result, all anonymous certificates of U ′ can be disclosed.

3.2 Extended Protocols

Threshold Schemes. We can apply an RSA (L, k)-threshold signature scheme
by Shoup [27] to split the BI’s secret d1 into L members BI1, BI2, . . . , BIL so
that k members out of L members can jointly generate the BI’s partial signature.
In the basic scheme, we assumed that the dealer generates d1 and d2 and provide
them to BI and AI, respectively. In this stage, instead of sending d1 to one BI
she generates L distinct shares for BI1, BI2, . . . , BIL and sends each share to
each BI member. The shares are distinct points of a (k − 1)-degree polynomial
with the constant term d1.
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Fig. 3. Selective Credential Show in Anonymous Certificate

One difference from the original RSA threshold scheme is that d is split into
d1 and d2. In our scheme, k BI members generate their signature shares and
combine them to obtain w = ud1Δ by Lagrange Interpolation. While Δ = 4(L!)2

can be removed in the original scheme, the BIs can not since they do not know
d2. In Step 5, after receiving (u, w), the AI computes z′ = wd2 which satisfies
z′e = uΔ. Since gcd(e, Δ) = 1, the AI can easily compute z such that ze = u:
Find integers f and g with fe + gΔ = 1 using Euclidean Algorithm. Take
z = z′guf . Then ze = ugΔ · ufe = u.

Since Shoup’s scheme is efficient as well as secure, it does not reduce the
efficiency of our scheme significantly: When generating BI’s partial signature,
we need two exponentiations for each k members of BIs and L−1 multiplications
for combining shares, and two more exponentiations are needed from the AI side.
Also the restriction on the system parameter is small: e should be a prime larger
than L and a modulus N is a product of two strong pseudoprimes p and q where
both (p − 1)/2 and (q − 1)/2 are distinct primes. For more details, refer to [27].

Selective Credential Show. We can extend our anonymous certificate to one
that provides selective demonstration of credentials by very little modification
only. Figure 3 shows how to manipulate digital credentials in our anonymous
certificate for selective show. While b means a header (say, remaining fields except
extensions), user’s digital credentials can be placed as depicted in Figure 3-(a).
In other words, each credential ci and its hashed value h(ci) are stored along
with a flag denoting whether ci is selective (1) or mandatory (0), in each semi-
record of the critical extension fields, say, 〈flag, ci, h(ci)〉. In Figure 3-(b), we
give a little modification to the certifying system so that a CD should certify all
semi-records of which flag is 0 but a hashed value only for all with flag 1 in the
critical extension fields. The shadowed area implies the parts that are all hashed
and digitally signed by CD in Figure 3-(b). We can see the values c2, c3, and
c4 are excluded. Any SP who verifies the corresponding anonymous certificate
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should consider it and do the verification just in the same way. As a result, a user
who owns the anonymous certificate is able to choose some credentials of which
flags are 1s, and show them selectively as Figure 3-(c) depicts. We can see that
c3 and c4 are eradicated by the user. SP could validate the selective credentials
by computing their hashed values and comparing them to the original ones, after
verifying the CD’s certification on the shadowed area. For example, SP should
compare a hashed value of c2 to the value h(c2) of the certificate after verifying
the validity of the certificate.

4 Analysis and Discussions

4.1 Properties

It is explicit that our scheme satisfies the requirement stated in Section 2.1.
Note that we do not consider the unlinkability in multi-show but only in single-
show scenario due to digitally signed X.509 certificate. Since the anonymous
certificate is an X.509 certificate except that a pseudonym is used in the sub-
ject identifier field, authenticity and accountability can be achieved easily under
the pseudonym. Revocation and multi-show can also be manipulated by us-
ing a Certificate Revocation List (CRL) or Online Certificate Status Protocol
(OCSP) [19,21]. We are able to define some credentials (which can even be
selectively demonstrated in an extended scheme) in the anonymous certificate
by exploiting the extension fields of X.509 version 3. We also achieve protec-
tion against pseudonym forgery by careful manipulation of our issuing protocol.
Amongst all, our system will provide conditional traceability in order to revoke
pseudonymity with authority, for example, when its abuse is detected or all
pseudonyms of a specific user must be revoked. Finally, in our extensions, a
threshold cryptography among the authorities and a selective credential show are
considered for allowing diverse setup.

As we summarized briefly, our system is extremely simple but can provide
many valuable features for pseudonyms in practical ways, even without any
change in the existing infrastructure such as CAs and various service providers
in the legacy PKIs.

4.2 Security Analysis

Anonymity. Anonymity comes from unlinkability between pkU and apkU in
our system. In Step 3, an RSA-based blind signature [9] is requested to BI to
generate an anonymous certificate for apkU only when a real identity certificate
of pkU is verified. Since BI has witnessed neither the anonymous certificate nor
its hashed value, BI cannot link pkU and apkU . On the other hand, AI knows
only apkU , not pkU . Unless AI and BI cooperate, apkU and pkU are unlinkable.

As we mentioned already, our system provides weak anonymity only. In case
the same certificate is used multiple times, the transactions are linked through
the same structure of certificate (say, SN , apkU , and so on). However, the user’s
identity is still hidden.
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To achieve strong anonymity by allowing unlinkability among certificates,
the user just issues a number of pseudonyms through distinct protocols. Since
each certificate is generated independently, one can not find a link between
pseudonyms unless anonymity (unlinkability between a real identity and
a pseudonym) is broken.

Traceability or Anonymity Revocation. When AI and BI cooperate, the
proposed protocol enables traceability between a real identity and an anonymized
certificate. If one combines AI holding 〈d2, SNU , z〉 and BI holding 〈d1, IDU , u〉
where ze ≡ u mod N , one can obtain the link between SNU and IDU . One
possible failure on tracing is that the user gives a wrong blind factor r to AI,
but it is avoided in our system. To prevent the user from manipulating r after
its commitment to BI, we encrypt the partial signature from BI by the AI’s
public key. Since the user can not obtain signature pairs from the encryption,
she can not generate a fake partial signature or its encryption.

Certificate Forgery Protection. Protection against certificate forgery relies
on the RSA blind signature. Further, AI checks the contents M and the user’s
possession of her private key before signing. Thus as long as the signature scheme
is secure, one must alter the contents M before BI completes the signature to
get a certificate for unauthorized pseudonyms. However, it is hard if the hash
function is collision-resistant as pointed out before.

4.3 Practical Considerations

An anonymous certificate issued by our system can be used for various applica-
tions, especially that need to maintain a history of users while providing privacy
for individuals, for instance, various web sites, reputation systems, P2P file shar-
ing systems and bulletin boards.

– The most interesting feature of our scheme, from the practical perspectives, is
that we follow the current PKI. In that sense, CA and RA can take the roles
of AI and BI, respectively. This will cause easy migration for the existing
system.

– It may be considered inconvenient for users to carry their private keys and
certificates for accessing every service. Thus, there are various approaches
for supporting the roaming users’ mobility but they are out of scope in this
paper. Any PKI roaming scheme can be applied to our system since we follow
the standard PKI.

– The most widely used user authentication method in the present Internet
is password authentication by which users can access services at different
locations with passwords only. However, at registration for obtaining the ID
and password pair, users are providing too much information to the service
sites. In this existing system, the anonymous certificate can be applied for
registration only if the service sites have required password authentication.
The anonymous certificate can be constructed so as to minimize the private
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information and to control it, for example, by the selective credentials. After
the registration, the service sites can maintain the registration data including
SNU , and allow users to use their preferred ID and password pair as usually
without leaking their private information.

– For enhancing anonymity of each pseudonym (say unlinkability in each use),
we can 1) obtain and use many anonymous certificates at once or 2) utilize
our anonymous certificate as means to access another unlinkable anonymous
credential system. The latter implies an improvement of the existing anony-
mous credential systems by not giving a real identity at an initial phase.

– Before sending an initial message to BI, we can let U submit her basic
information such as a use (for example, pseudonym identity, prescription,
etc.), sex or age, so that AI can choose an appropriate BI for the user2.

– In practice, we can give the respective roles of AI and BI (or BIs) to various
entities. For example, an web site (or a CA designated by the web site) can
play the role of AI, while (a group of) court, bank, social security office,
civil organization or other government agencies may have a role of BI. This
is quite natural setting: Web sites only needs to verify if the new joining
member is certified by trusted agencies and can be traceable in case of illegal
activities. On the other hand, agencies representing the role of BI play the
role of mediator between the user and the web site in case of legal disputes.

We believe our scheme is useful for any e-commerce application, since it pro-
vides 1) privacy of the client, 2) conditional traceability in case of misuse, 3) full
compatibility with X.509 standard, and 4) very simple and efficient.

5 Conclusion

In this paper, we investigate a practical method for privacy protection in the
existing PKIs by separating the authorities, one for verifying ownership and the
other for validating contents, in a blinded manner. It is explicit that our scheme
satisfies the requirement stated in Section 2.1. The proposed scheme allows both
anonymous and pseudonymous certificates to be issued and used in the existing
infrastructures in the way that provides conditional traceability and revocability
based on the threshold cryptography and selective credential show by exploiting
the extension fields of X.509 certificate version 3.

We could observe that most of the current anonymous credential systems 1) are
expensive (computationally and/or spatially), and 2) are not simply applicable
to the existing PKIs (in particular where an RSA signature scheme is solely sup-
ported). The major difference from the other related work is that our scheme con-
siders adding new properties such as conditional traceability and weak anonymity
to the existing X.509 certificate (in particular signed by RSA). The related previ-
ous attempts such as [3,17,18,24] were also compared with our scheme.
2 We can consider a set of BIs, each of which has a different role in verifying users with

their identity information, for example, male or female only, adult only, prescription
only and so forth. It is also considerable that AI sets a credential ci with that
information in the skeleton. The final result can also be verified by AI in step 3.
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Abstract. Most of password authenticated key agreement protocols
have focused on the two-party setting where two communicating parties
share a human-memorable password. In this paper, we study password
authenticated key agreement in the three-party setting where both com-
municating parties share respective passwords with a trusted third party
rather than themselves. Previous results in this area have lack of secu-
rity concerns and are never considered in the augmented model which
was contrived to resist server compromise. Our contribution is, from
the practical perspective, a new three-party password authenticated key
agreement protocol that is first designed in the augmented model and
very flexible in its message flows.

1 Introduction

Background. The low entropy of memorable passwords makes it difficult to
conduct password authenticated key agreement in a secure manner since an ad-
versary could search the small space of passwords off-line or on-line. We call
this attack by password guessing attack. Since a pioneering method that resists
the password guessing attack was introduced to cryptographic protocol devel-
opers [11], there has been a great deal of work for password authenticated key
agreement, preceded by EKE [2], on the framework of Diffie-Hellman [5]. Read-
ers are referred to [7] for complete references. Most of them have focused on the
two-party setting where two communicating parties (typically client and server)
share the same memorable password (or its verifying information) [6,7]. Several
protocols including AMP, PAK, SPEKE, and SRP are standardized by the IEEE
P1363 working group and the ISO/IEC JTC1/SC27 working group [6,7] in the
two-party setting.

There is another interesting formulation for password authenticated key agree-
ment, firstly studied by Steiner et al. It is the three-party setting where both
communicating parties share respective passwords with a trusted third party
rather than themselves [9,10,13]. One may observe a similarity to the famous
Kerberos system [12] in a practical sense. Though the two-party setting is the
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conventional form of client-server model, there are several needs to consider
this distinct setting. 1) When we consider communications with many differ-
ent counterparts in the two-party setting, it might not be favorable for human
memory to share many different passwords with them. 2) On the other hand,
it is not recommendable for the human user to share the same password with
many different counterparts even in the augmented model which was contrived
to resist server compromise [3], because the counterparts’ compromise cannot be
managed consistently. For example, if one counterpart is compromised and the
unique password of the corresponding user is disclosed by further off-line search,
it may not be easy to make the other variable counterparts cope with this situa-
tion. 3) The closest application can easily be found from the environment where
the Kerberos system is being used along with passwords, because the Kerberos
system was not considered from password security perspectives.

The first approach in this area was introduced by Steiner et al. on the frame-
work of EKE [13,2]. However, their protocol was vulnerable to password guessing
attacks and so Lin et al. made further improvements on it [9,10]. One is based
on the trusted third party’s authentic public key [9] while the other is not [10].
Those protocols make the communicating party and the trusted third party use
the same secret (for example, a password or its derived value) for password
authentication. This may cause a severe problem if the trusted third party is
compromised and the profile is disclosed. Recently, Abdalla et al. present the
generic construction method of password-based key exchange in the three-party
setting from the two-party password-based protocol in PKC 2005 [1]. They prove
that it is provably secure provided that the underlying two-party key exchange
protocol is secure in Real-Or-Random model.

The Problem. Typically a user (client) memorizes a password while a server
stores it in the two-party setting. However, if the server is compromised and
the stored password is disclosed, the adversary is able to pose as the client in
the future communications. This is called a server compromise problem [3]. The
augmented model was contrived, in the two-party setting, to resist the server
compromise by giving additional computational costs for dictionary search to the
adversary who poses as the client. Password authenticated key agreement in the
augmented model is usually more expensive due to this useful property [3,6,8].

The three-party setting is different from the two-party setting in the fact
that the trusted third party is assumed besides two communicating parties.
Both communicating parties should share respective passwords with the trusted
third party rather than themselves. Thus, in abstract, they should first authen-
ticate themselves to the trusted third party by their respective passwords, and
then communicate with each other under the key agreed by themselves only.
In concrete, more practical settings can be considered. For example, one re-
lay the other’s message to the trusted third party or one is issued a ticket for
communicating with the other party. One distinct requirement is that even the
trusted third party should not be able to access the agreed key in any case. In
the view of assuming the trusted third party, our observation is that the server’s
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compromise (actually, the trusted third party’s compromise) is also critical in
the three-party setting. In order to design the protocol in the augmented model,
we should remind efficiency [8].

As we observed already, the previous results in this area [13,9,10] were not
considered in the augmented model, and thus vulnerable to server compromise.

Contribution. In this paper, we study password authenticated key agreement
in the three-party setting. Our contribution is from the practical perspective a
new three-party password authenticated key agreement protocol that is resistant
to server compromise and is very flexible in various three-party settings. Our ba-
sic idea starts from that of Steiner et al. but designs the protocol carefully in the
augmented model. First, we design the basic protocol from the abstract perspec-
tive of three-party setting. For flexibility, we then derive three more protocols
for distinct three-party settings. Security and efficiency are observed informally
but clear due to the intrinsic property of the message blocks. The formal veri-
fication of security [4] is out of scope in this paper and will be manipulated in
our separate work. We will discuss this issue in the conclusion.

This paper is organized as follows. In the following section, the basic protocol
is described. In Section 3, three more protocols are described. In Section 4,
security and efficiency of the proposed protocols are discussed. Finally this paper
is concluded in Section 5.

2 Basic Protocol

In the three-party setting, both communicating parties should share respective
passwords with the trusted third party. Thus, in abstract, they should first au-
thenticate themselves to the trusted third party by their respective passwords,
and then communicate with each other under the key agreed by themselves only.
Even the trusted third party should not be able to access the agreed key. The
protocol designed in this section is from the abstract perspective. More practical
protocols will be derived from this protocol in the following section.

2.1 Notation

We assume two parties A and B try to establish a secure channel between them,
while the trusted third party S corresponds to a password authentication server.
For example, A and B are both clients in the domain served by S. Respective
passwords are denoted by pwA and pwB. In this subsection, notations are defined
in part. Additional ones will be declared clearly in each part of this paper.

Let κ be a general security parameter (say 160 bits) and � be a special security
parameter for public keys (1024 or 2048 bits). A, B, and S should agree on the
algebraic parameters related to Diffie-Hellman key agreement such as p, q, and
g. As for the prime p = rq+1, we recommend to use a secure prime such that each
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factor of r except 2 is of size at least κ or a safe prime such that r = 2 as discussed
in [8]. Let g be a generator of order q in Z

∗
p and Ḡq be the group generated by

g. Let us often omit ‘mod p’ from the expressions that are obvious in Z
∗
p. We

assume h(·), f(·), k(·), and kdf(·) mean strong one-way hash functions having κ-
bit output. For distinguishing the functionality, we denote them by each different
name and also we define hi, fi, and ki where hi(·) = h(i, ·, i), fi(·) = f(i, ·, i),
and ki(·) = k(i, ·, i) for integer i. Finally Ej and Dj are respectively encryption
and decryption functions for symmetric key j. Readers who are not familiar with
the legacy protocols, are referred to the previous work in [7].

Client A Server S Client B

enter A, pwA hold [A, π, ν], [B, �, μ] enter B, pwB

π = h0(A, pwA) � = f0(B, pwB)
u = h1(A, pwA) w = f1(B, pwB)
x ∈R Z

∗
q y ∈R Z

∗
q

X = gx Y = gy

X∗ = Eπ(X) 1: A, B, X∗
−−−−−−→ 2: B, A, Y ∗

←−−−−−− Y ∗ = E�(Y )
a, b, r ∈R Z

∗
q

lookup [A, π, ν], [B, �, μ]
X = Dπ(X∗)

and Y = D�(Y ∗)
V = νa and M = μb

e = h2(X∗,V)
and ε = f2(Y ∗,M)

α = (Xge)a and β = (Y gε)b

X = Xr and Y = Y r

ᾱ = kdf(α) and β̄ = kdf(β)
X ∗ = Eᾱ(X )

and Y∗ = Eβ̄(Y)
Ψ = (A, B, S)
H3

A = h3(Ψ, X∗,V,X ∗, α)
3: V , X ∗, H3

A←−−−−−− H3
B = f3(Ψ, Y ∗,M,Y∗, β) 4: M, Y∗, H3

B−−−−−−→
e′ = h2(X∗,V) ε′ = f2(Y ∗,M)

α′ = Vu−1(x+e′) β′ = Mw−1(y+ε′)

Ψ = (A, B, S) Ψ = (A, B, S)
abort if abort if

H3
A �= H3

B �=
h3(Ψ, X∗,V,X ∗, α′) f3(Ψ, Y ∗, M,Y∗, β′)

H4
A = H4

B =

h4(Ψ, X∗,V,X ∗, α′) 5: H4
A−−−−−−→ 6: H4

B←−−−−−− f4(Ψ, Y ∗, M,Y∗, β′)

log if
H4

A �= h4(Ψ, X∗,V,X ∗, α)
log if

H4
B �= f4(Ψ, Y ∗,M,Y∗, β)

ᾱ′ = kdf(α′) β̄′ = kdf(β′)
X = Dᾱ′ (X ∗) Y = Dβ̄′(Y∗)

7: X−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
KB = X y

8: Y , HB←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− HB = k5(Ψ,X ,Y, KB)
KA = Yx

abort if
HB �= k5(Ψ,X ,Y, KA)

HA = k6(Ψ,X ,Y, KA) 9:HA−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
abort if
HA �= k6(Ψ,X ,Y, KB)

Fig. 1. Three-Party Password Protocol (Separate Mode)
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2.2 Initial Setup

A and B register to S by choosing passwords pwA and pwB , respectively, in
a secure way. S stores [A, π, ν] and [B, �, μ] in its storage, after computing
π = h0(A, pwA), u = h1(A, pwA), ν = gu, � = f0(B, pwB), w = f1(B, pwB),
and μ = gw. In order to hide each plain password from S, it is considerable
that A and B, respectively, compute [A, π, ν] and [B, �, μ] and sends them to S
securely for registration. The secure registration method is out-of-scope in the
protocol design.

2.3 Separate Mode Protocol

The conceptual flows of the proposed protocol are depicted in Figure 1. Note
that our protocol is very flexible in the message flows so that various modes can
be considered for practical construction (as referred to Section 3). In Figure 1,
we assume A and B have already agreed on running a protocol to establish their
secure channel, and now connect to S separately. We call this by a separate mode.
This mode may seem to be inappropriate from the practical sense, but such an
agreement can be done implicitly or explicitly in the real world. We will discuss
this issue and show more practical protocol flows in Section 3.

Let us follow the message flows for A in Figure 1 and abbreviate those of B
since B may perform similar steps.

In the first step, A sends message 1 to S by computing π = h0(A, pwA),
u = h1(A, pwA), and X∗ = Eπ(X) where X = gx for random element x.

1. A → S : A, B, X∗

Upon receiving message 1, S may choose random elements a, b, and r, and look
up the user profiles for obtaining [A, π, ν] and [B, �, μ]. S can then recover X by
decrypting X∗, and compute V = νa. Subsequently, S computes e = h2(X∗, V),
and α = (Xge)a. For computing α, a simultaneous exponentiation might be
profitable with regard to efficiency. This computation is originated from the
work of [8]. S then computes X = Xr as well. Note that the random value r
is very important in our protocol since it actually links A with B. S computes
X ∗ = Eᾱ(X ) where ᾱ = kdf(α). Subsequently S may respond with message 3
by computing H3

A = h3(Ψ, X∗, V , X ∗, α) where Ψ = (A, B, S).

3. S → A : V , X ∗, H3
A

After receiving message 3, A computes e′ = h2(X∗, V), and α′ = Vu−1(x+e′).
If H3

A �= h3(Ψ, X∗, V , X ∗, α′), A may abort this protocol. Otherwise, A computes
H4

A = h4(Ψ, X∗, V , X ∗, α′) and responds with message 5. A also computes X =
Dᾱ′(X ∗) where ᾱ′ = kdf(α′), and sends message 7 to B.

5. A → S : H4
A

7. A → B : X
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Upon receiving message 5, S may log the failed result and abort this protocol
if H4

A �= h4(Ψ, X∗, V , X ∗, α). The log of failed results lets S count the number of
failed attempts and resist on-line password guessing attacks. This is the standard
technique to resist on-line attacks in the password-based protocols.

B may receive X from A after running steps 2, 4, and 6 in the similar way.
B then compute Y = Dβ̄′(Y∗) where β̄′ = kdf(β′). Upon receiving message
7, B can compute KB = X y and HB = k5(Ψ, X , Y, KB), and respond with
message 8.

8. B → A : Y, HB

After receiving message 8, A computes KA = Yx, and may abort if HB �=
k5(Ψ, X , Y, KA). Unless B is aborted, A may compute HA = k6(Ψ, X , Y, KA)
and respond with message 9.

9. A → B : HA

Finally B may abort if HA �= k6(Ψ, X , Y, KB). Thus, if the protocol is not
aborted, A and B could agree on KA = KB = gxyr and establish their secure
channel in an authentic manner.

3 More Practical Protocols

In the separate mode above, three sub-protocols (A ↔ S, B ↔ S, and A ↔ B)
are performed separately except that the random value r is manipulated by
S for bridging A and B. It is rather conceptual while more practical protocol
modes can be derived from it. We call them by relay mode and ticket mode,
respectively. Note that these modes are not novel in the three-party setting but,
compared with the related protocols, our work is advantageous in the fact that
it is firstly designed to support three different modes without sacrificing secu-
rity and efficiency. For example, both Steiner’s and Lin’s protocols are designed
specifically in the relay mode, while lin’s another work is valid only in the ticket
mode [13,9,10]. One can easily observe that it is dangerous to transform the
Lin’s ticket mode protocol to the different setting. Abdalla’s conceptual work is
closest to our work because it was manipulated generically in the separate mode,
but it does not provide a specific method to derive more practical protocols in
the relay and ticket modes [1].

3.1 Relay Mode Protocol

We build the relay mode protocol in the way that A first connects to B in the
protocol while B relays the messages to S on behalf of A and vice versa. In
this mode, we allocate message blocks as follows. Each number means that of
message blocks in Figure 1. Note that each hash value produced by sender must
guarantee the integrity of relayed messages as well, so that any computations
except for the hash values are not changed in the protocol.
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Client A Client B Server S

enter A, pwA enter B, pwB hold [A, π, ν], [B, �, μ]
π = h0(A, pwA) � = f0(B, pwB)
u = h1(A, pwA) w = f1(B, pwB)
x ∈R Z

∗
q y ∈R Z

∗
q

X = gx Y = gy

X∗ = Eπ(X) 1: A, B, X∗
−−−−−−−→ Y ∗ = E�(Y )

1,2: A, B, X∗, Y ∗
−−−−−−−−−−→

a, b, r ∈R Z
∗
q

lookup [A, π, ν], [B, �, μ]
X = Dπ(X∗)
and Y = D�(Y ∗)

V = νa and M = μb

e = h2(X∗,V)
and ε = f2(Y ∗,M)

α = (Xge)a

and β = (Y gε)b

X = Xr and Y = Y r

ᾱ = kdf(α)
and β̄ = kdf(β)

X ∗ = Eᾱ(X )
and Y∗ = Eβ̄(Y)

Ψ = (A, B, S)
H3

A = h3(Ψ, X∗,V,X ∗, α)
H3

B = f3(Ψ, Y ∗, M,Y∗, β)
3 : V, X ∗, H3

A

4: M, Y∗, H3
B←−−−−−−−−

ε′ = f2(Y ∗,M)

β′ = Mw−1(y+ε′)

Ψ = (A, B, S)
abort if
H3

B �=
f3(Ψ, Y ∗,M, Y∗, β′)

β̄′ = kdf(β′)

3,8
′
: V , X ∗, H3

A, Y←−−−−−−−−−−− Y = Dβ̄′(Y∗)

e′ = h2(X∗,V)

α′ = Vu−1(x+e′)

Ψ = (A, B, S)
abort if
H3

A �=
h3(Ψ, X∗,V,X ∗, α′)

H4
A =
h4(Ψ, X∗,V,X ∗, α′)

ᾱ′ = kdf(α′)
X = Dᾱ′ (X ∗)
KA = Yx

HA = k6(Ψ,X ,Y, KA) 5,7,9: H4
A, X ,HA−−−−−−−−−−→

KB = X y

abort if
HA �= k6(Ψ,X ,Y, KB)
H4

B =

f4(Ψ, Y ∗,M, Y∗, β′) 5,6: H4
A, H4

B−−−−−−−−−→
8

′′
:HB←−−−−−−−− HB = k5(Ψ,X ,Y, KB) log if

H4
A �= h4(Ψ, X∗,V,X ∗, α)

abort if log if
HB �= k5(Ψ,X ,Y, KA) H4

B �= f4(Ψ, Y ∗, M,Y∗, β)

Fig. 2. Three-Party Password Protocol (Relay Mode)

I. A 1−−−→ B 1,2−−−→ S

II. S 3,4−−−→ B 3,8′
−−−→ A

III. A 5,7,9−−−→ B 5,6−−−→ S

IV. B 8′′
−−−→ A where 8′ = Y and 8′′ = HB
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The explicit modification is only that message 8, 〈Y, HB〉, is split to 8′ and 8′′

such as Y and HB, respectively. The reason for sending 8′ ahead to A is to let
A send message set, 〈5, 7, 9〉, to B. The complete run of the relay mode protocol
is depicted in Figure 2.

This protocol is modified to have 7 message passes but is functionally equiva-
lent to the previous separate mode protocol. The function means that S authen-
ticates both A and B who agree on the new session key which is not accessible
by S.

3.2 Ticket Mode Protocol

The third mode is the ticket mode in which A first connects to S and afterwards
connects to B by using a kind of dynamic ticket, H4

A, i.e., message “5”. Message
flows are constructed as follows.

I. A 1−−−→ S 3−−−→ A

II. A Ψ,“5”,7−−−→ B 2,“5”−−−→ S where Ψ = (A, B, S)
III. S 4−−−→ B 6−−−→ S

IV. B 8−−−→ A 9−−−→ B

Message “5” means a dynamic ticket issued implicitly by S for A who intends
to establish a secure channel with B. We say the dynamic ticket because the
value H4

A is actually computed by A, not by S, while S gives out to A the
values required for computing it. The complete run of the ticket mode protocol
is depicted in Figure 3.

This protocol is modified to have 8 message passes but is also functionally
equivalent to the previous protocols.

3.3 Alternate Mode Protocols

Our final consideration for practical use is an alternate mode protocol. We build
this protocol in the separate mode again, so as to reduce the computational
efforts (two modular exponentiations) of S. Rather we transfer those compu-
tations to respective clients, A and B, (one modular exponentiation for each
client) in the alternate mode protocol. As a result, this protocol can be trans-
formed to relay mode protocol as well as ticket mode protocol in the same way
above. The complete run of the alternate separate mode protocol is depicted in
Figure 4.

The differences are as follows: S selects r only at random and runs four mod-
ular exponentiations for α = (Xg)r, β = (Y g)r, V = (Xν)r, and M = (Y μ)r,
while A and B, respectively, select one more random exponent and run one more
exponentiation for obtaining X and Y. It is not necessary to compute e and ε
for A and B, respectively, in the alternate protocol. We could see that the size
of message 3 and 4 is reduced as well.
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Client A Server S Client B

enter A, pwA hold [A, π, ν], [B, �, μ] enter B, pwB

π = h0(A, pwA) � = f0(B, pwB)
u = h1(A, pwA) w = f1(B, pwB)
x ∈R Z

∗
q y ∈R Z

∗
q

X = gx Y = gy

X∗ = Eπ(X) 1: A, B, X∗
−−−−−−→ Y ∗ = E�(Y )

a, b, r ∈R Z
∗
q

lookup [A, π, ν], [B, �, μ]
X = Dπ(X∗)
V = νa

e = h2(X∗,V)
α = (Xge)a

X = Xr

ᾱ = kdf(α)
X ∗ = Eᾱ(X )
Ψ = (A, B, S)

3: V , X ∗, H3
A←−−−−−− H3

A = h3(Ψ, X∗, V,X ∗, α)

e′ = h2(X∗,V)

α′ = Vu−1(x+e′)

Ψ = (A, B, S)
abort if
H3

A �= h3(Ψ, X∗, V,X ∗, α′)
H4

A = h4(Ψ, X∗, V,X ∗, α′)
ᾱ′ = kdf(α′)

X = Dᾱ′ (X ∗) ”5”, 7: Ψ, H4
A, X−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

2, ”5”: B, A, Y ∗, H4
A←−−−−−−−−−−−

Y = D�(Y ∗)
Y = Y r

ε = f2(Y ∗,M)
β = (Y gε)b

M = μb

β̄ = kdf(β)
Y∗ = Eβ̄(Y)

H3
B = f3(Ψ, Y ∗,M,Y∗, β) 4: M, Y∗, H3

B−−−−−−−−−−→
log if
H4

A �= h4(Ψ, X∗, V,X ∗, α) ε′ = f3(Y ∗,M)

β′ = Mw−1(y+ε′)

Ψ = (A, B, S)
abort if
H3

B �= f3(Ψ, Y ∗,M,Y∗, β′)
H4

B = f4(Ψ, Y ∗,M,Y∗, β′)
β̄′ = kdf(β′)

6: H4
B←−−−−−−−−−− Y = Dβ̄′ (Y∗)

log if
H4

B �= f4(Ψ, Y ∗,M,Y∗, β)
KB = X y

8: Y , HB←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− HB = k5(Ψ,X ,Y, KB)
KA = Yx

abort if
HB �= k5(Ψ,X ,Y, KA)

HA = k6(Ψ,X ,Y, KA) 9: HA−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
abort if
HA �= k6(Ψ,X ,Y, KB)

Fig. 3. Three-Party Password Protocol (Ticket Mode)

4 Analysis

4.1 Security

Though we have proposed three protocols with regard to their modes and one al-
ternate protocol, they are functionally equivalent as we could observe from their
message flows. So, we examine the basic separate mode protocol in terms of secu-
rity, which is composed of three sub-protocols (A ↔ S, B ↔ S, and A ↔ B).
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In Figure 1, the sub-protocols A ↔ S and B ↔ S are derived from TP-
AMP [8] for secure password authenticated key agreement in the augmented
model. Therefore, it is easy to observe from message 1 to 6 that off-line and on-
line guessing attacks are computationally infeasible. The random value r chosen
by S prevents A and B from guessing the counterpart’s password through the
protocol messages. For example, when A attempts to verify Y ∗(= E�(gy)) under
guessed passwords of B after running the protocol with B, A cannot derive gy

from the given values such as x, gr(= X x−1
), gyr, and gxyr.

While A ↔ S and B ↔ S are secure, the sub-protocol A ↔ B also provides
key confirmation under X and Y. As a result, while gxr and gyr are passed to
both A and B in an authentic manner, S cannot access the agreed key gxyr since
S could only have r, gx, gy, gxr, and gyr.

Though we have proposed three protocols with regard to their running modes,
they are equivalently secure as we could observe from their message flows.

4.2 Efficiency

In the basic-separate mode protocol and its two derivatives in relay and ticket
modes, A and B need 3 modular exponentiations in Ḡq, respectively, while S

Client A Server S Client B

enter A, pwA hold [A, π, ν], [B, �, μ] enter B, pwB

π = h0(A, pwA) � = f0(B, pwB)
u = h1(A, pwA) w = f1(B, pwB)
x1, x2 ∈R Z

∗
q y1, y2 ∈R Z

∗
q

X = gx1 Y = gy2

X∗ = Eπ(X) 1: A, B, X∗
−−−−−−→ 2: B, A, Y ∗

←−−−−−− Y ∗ = E�(Y )
r ∈R Z

∗
q

lookup [A, π, ν], [B, �, μ]
X = Dπ(X∗) and Y = D�(Y ∗)
α = (Xg)r and β = (Y g)r

V = (Xν)r and M = (Y μ)r

Ψ = (A, B, S)
H2

A = h2(Ψ, X∗,V, α)
3: V , H2

A←−−−−−− H2
B = f2(Ψ, Y ∗,M, β) 4: M, H2

B−−−−−−→
α′ = V(x1+u)−1(x1+1) β′ = M(y1+w)−1(y1+1)

Ψ = (A, B, S) Ψ = (A, B, S)
abort if abort if
H2

A �= h2(Ψ, X∗, V, α′) H2
B �= f2(Ψ, Y ∗,M, β′)

H3
A = h3(Ψ, X∗, V, α′) 5: H3

A−−−−−−→ 6: H3
B←−−−−− H3

B = f3(Ψ, Y ∗,M, β′)

log if H3
A �= h3(Ψ, X∗,V, α)

log if H3
B �= f3(Ψ, Y ∗,M, β)

X = V(x1+u)−1x2 Y = M(y1+w)−1y2

7: X−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
KB = X y

8: Y , HB←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− HB = k4(Ψ,X ,Y, KB)
KA = Yx

abort if
HB �= k4(Ψ,X ,Y, KA)

HA = k5(Ψ,X ,Y, KA) 9:HA−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
abort if

HA �= k5(Ψ,X ,Y, KB)

Fig. 4. Three-Party Password Protocol (Alternate Mode)
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needs 6 for complete running. While the number of message passes in separate
mode is 9, that is reduced in two practical modes. Our relay mode needs only
7 passes and ticket mode needs 8 passes. These results are acceptable compared
to the most efficient work of [10] requiring 3 respective exponentiations for A
and B, 4 exponentiations for S, and 7 passes in the relay mode only, since our
protocols are designed in the augmented model with more flexible modes. The
computational increase of the augmented model can be studied from [2] and [3].

On the other hand, the computational burdens of S can be reduced by increas-
ing the computational load of A and B in alternate mode. We can reduce the
number of exponentiations for S to 4 by removing a and b and instead making
respectively A and B choose two random numbers and add one more exponen-
tiation. Of course, alternate-relay mode and alternate-ticket mode are possible
to reduce the number of message passes in the same way above.

5 Conclusion

Three-party password authenticated key agreement protocols are proposed first
in the augmented model along with practical derivatives in various three-party
settings. Security and efficiency are observed informally but clear due to the
intrinsic property of the message blocks. Note that our protocols are designed
from the practical perspectives, while the formal security proof is alternate work.
For formal verification of security, we need to modify the proposed protocols
slightly in the way that the standard reduction can be possible. Since we need
at least two CDH or DDH instances for A and B, respectively, we make A and
B choose two exponent 〈x1, x2〉 and 〈y1, y2〉 and compute 〈X1 = gx1 , X2 = gx2〉
and 〈Y1 = gy1 , Y2 = gy2〉. The cases that x1 = x2 and y1 = y2 correspond to
the practical protocols proposed in this paper. Say, the proposed protocols are
specific instances of our provable protocols, and they are not much different.
In the future result, we expect the theoretical observation of our three-party
protocols in that sense while the recent work of Abdalla et al. is a valuable
reference for it.
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Abstract. As the broadband IP networks have spread rapidly, the num-
ber of users of content distribution services has grown. In these services,
it is desirable that the user’s usage history and their preferences provided
are kept confidential in order to protect their privacy. On the other hand,
the usage charges need to be calculated correctly based on the contents
received by the user. In the above situation, it is not desirable to charge
the user at the instant he or she receives it because the usage history can
be deduced from the price of each content. In this paper, we propose a
generic scheme for content distribution and charging; this scheme that
satisfies this privacy requirement by keeping the usage history confiden-
tial. Furthermore, we present a new construction based on the group
signature proposed by Ateniese et al. In this construction, the compu-
tation and communication costs depend only on the number of contents
purchased and not on the total number of available content.

Keywords: Privacy, Group Signature, Oblivious Transfer.

1 Introduction

As broadband IP networks have spread rapidly, the number of users using content
distribution services has grown. Further, the new possibilities brought by digital
broadcasting are expected to lead to sophisticated information services utilizing
broadcasting and communication networks. The TV Anytime Forum [22] has
standardized multimedia services based on digital storage in consumer platforms,
combining the immediacy of television with the flexibility of the Internet [24].
Viewers will be able to explore and acquire broadcasting content from a variety of
internal and external sources, including traditional broadcasting, the Internet,
and local storage, at anytime. The standards include rights management and
protection, privacy and security, and financial transactions [25]. With regard to
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Table 1. Example of contents list

Content name A B C D E F G H

Price $1.00 $1.00 $1.00 $1.50 $1.50 $2.00 $2.00 $3.00

these services, it is desirable that the user’s usage history and preferences should
be kept confidential in order to protect user privacy. On the other hand, usage
charges need to be correctly calculated based on the contents viewed or listened
for the benefit of both the user and the content provider.

The aim of this paper is to propose content distribution and charging scheme
(hereafter referred to as CDCS) that can protect the usage history of users from
the content provider while correctly charging users according to their total usage.

If all contents are priced identically, the CDCS can be constructed using adap-
tive oblivious transfer [18] because the usage charge can then be calculated cor-
rectly using the number of contents received by the user and their price. However,
the price generally differs for each content. The total usage charge in a certain
period should be calculated without the knowledge of the price of each con-
tent received by the user because the usage history can be deduced based on
the price. For example, let table 1 be a public contents list. We assume that the
total usage charge $6.00 and the user has received 4 contents. In our scheme, the
usage history is not deduced because there are many combinations that satisfy
the above conditions (e.g., {B +C +F +G}, {A+D+E+F}, {A+B +C+H},
etc.). However, the usage history can be easily deduced when the price of each
content received by the user is not confidential. If the prices are $1.00, $1.00,
$1.00, and $3.00, then the usage history is the sole combination {A+B+C+H}.
The calculation of the total usage charge can be realized using a technique that
obtains the tally of the election without decrypting each vote in homomorphic
electronic voting scheme [14]. Therefore, the problem that persists is proving the
validity of the correspondence between the content received by the user and the
actual amount that the user must pay.

This paper proposes a generic CDCS that can protect the usage history of
the users from the content provider while correctly charging users properly ac-
cording to their total usage. Furthermore, we propose a construction in which
the computation and communication costs do not depend on the total number
of available content but only on the number of contents received by the user,
using the group signature [3] proposed by Ateniese et al.

B. Aiello, Y. Ishai, and O. Reingold have developed on analogy solution [1]
based on a prepaid system. However, the computation and communication costs
depend on the number of contents or the size of the balance.

The rest of this paper is organized as follows: Section 2 presents a model
and the security requirements of the CDCS. Section 3 presents a generic CDCS
and introduces a cryptographic function for constructing the generic CDCS.
Subsequently, Section 4 presents a specific CDCS using the group signature [3].
Finally, Section 5 concludes the paper.
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1.1 Related Works

Oblivious Transfer. The notion of oblivious transfer (OT) was introduced
by Rabin [19]. It has many extensions such as m-out-of-n OT (OT n

m) [17] and
adaptive OT n

m [18] et al. The adaptive OT n
m consists of a commit phase and a

transfer phase. In the commit phase, the distributor D commits n secret strings
C1, · · · , Cn. In each transfer subphase i (1 ≤ i ≤ m), the user U selects an index
k(i) where k(i) ∈ {1, . . . , n} adaptively and obtains Ck(i). However, U can only
learn within Ck(1), · · · , Ck(m) and D has no information about k(1), · · · , k(m).

Homomorphic Electronic Voting. The homomorphic electronic voting
scheme is capable of obtaining the tally of the election without decrypting each
vote. This secure and efficient scheme was proposed by Cramer, Gennaro, and
Schoenmakers [14]. The scheme consists of a bulletin board, multi-authorities,
and many registered voters. By using robust threshold homomorphic cryptosys-
tem and the efficient proofs of knowledge for the votes and decryption, the scheme
has efficiency, robustness, universal verifiability, and computational privacy.

Signature Schemes Based on a Zero-Knowledge Proof of Knowledge.
Signature schemes based on a zero-knowledge proof of knowledge (SPK) [9,11]
are a signature that converts the zero-knowledge proof of knowledge to a non-
interactive once and can prove to the verifier that only a signer has knowledge of
the secret information without actually revealing the information. In this paper,
the SPK that proves that a signer has the knowledge of a certain set of secret
information α, β, · · ·, with each element satisfying a given predicate language.
Predicates, is denoted by SPK{(α, β, · · ·) : Predicates}(m). Here, m ∈ {0, 1}∗
denotes the message to be signed. The following SPK schemes are significantly
related to the CDCS.

SPK of discrete logarithms [15]:
Under the strong RSA assumption described later, for modulo n of RSA,
given g ∈ ZZn, G =< g > and y ∈ G, SPK{(α) : y = gα mod n}(m)
can be constructed. This basic protocol can be extended to prove equalities
among the representations of the discrete logarithm. For example, the pro-
tocol SPK{(α, β) : y2 = gα ∧ y3 = gβ ∧ y1 = yβ

2 }(m) allows to prove that
the discrete logarithm of y1 ∈ G is the product of the discrete logarithms of
y2 ∈ G and y3 ∈ G [9,10]. SPK{αk ∈ {1, · · · , n} :

∨
gαi = h}(m) is a gener-

alized version of the SPK of one of the two discrete logarithms described in
[9] and is denoted in the 1-out-of-n signature in [2,13].

Interval SPK for discrete logarithms [8,12]:
Let t and l be the security parameters. The proof that a discrete logarithm
x in the range [0, b] belongs to a wider range [−2t+lb, 2t+lb], SPK{(x) : E =
gxhr mod n ∧ x ∈ [−2t+lb, 2t+lb]}, can be constructed effectively. A more
exact methods (that a number x in the range [0, b] belongs to [0, b] and not
a larger interval) are proposed by Boudot [8] and Lipmaa [16].
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Fig. 1. Protocol

Informally, the group signature can be regarded as an SPK in which the signer
is one of the registered users who possesses both the membership certificate and
the membership secret [3]. A secure group signature scheme must satisfy criteria
such as correctness, unforgeability, anonymity, unlinkability, exculpability, trace-
ability, etc. In addition to these characteristics, the group signature proposed by
Ateniese et al. [3] achieves coalition resistance. This means that a colluding sub-
set of group members (the entire group) cannot generate a valid signature that
the group manager cannot link to one of the colluding group member. Theorem
1 of [3] demonstrates the property that we used in this study to construct the
CDCS (see section 4.5).

2 Model and Security Requirements

In this section, we describe a model of the CDCS as shown in Fig. 1. The entities
of this scheme are a distributor (D), many users (Ui) and t talliers (Ti). Note
that in the proposed model, a trusted certification authority is employed only
during the setup phase. For simplicity, the user is described as a single entity
(U). The CDCS comprises 4 phases: a setup phase, commit phase, transfer phase,
and charge phase. The explanation for each phase is given below:

In the setup phase, the system parameters and each entity’s public/secret
keys are generated.

In the commit phase (which occurs, for example, at the beginning of each
month), D encrypts each content(Contenti) using its content key κi and sends
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the encrypted content Eκi(Contenti) with the encrypted content key to U . D
remains honest during this phase. At the same time, D sends a contents list (CL)
to U or alternatively makes it publicly available. The CL consists of (i, Ii, si, pi)
where i (1 ≤ i ≤ n) is the index of the content; pi the price of Contenti; si, is
the content information that includes the signing key related to pi (see section
3.1); and Ii, additional information such as the title of the content.

The transfer phase occurs when U obtains the content key κk(j) for the content
(k(j)) that U chooses to receive, by executing an adaptive OT n

1 -like protocol
between U and D. At the same time, D receives an encryption of the price of
the content.

In the charge phase (which might occur, for example, monthly), D generates
an encryption of the sum of the prices and asks Ti (i = 1, . . . , t) to decrypt the
total usage charge T (U) that U must pay. This time, Ti uses (t, t)-threshold de-
cryption to prevent identification of the price. After the charge phase, D actually
charges it (actual charging is beyond the scope of our model).

We assume that the maximum total usage charge T (U)(=
∑

pi) is not very
high (e.g., ≤ 105). This assumption is appropriate because the maximum total
usage charge that each user Ui has to pay is not very large in reality. Furthermore,
we assume that the decryption process for the content is conducted in a security
module of the user. This kind of approach has been adopted in many digital
broadcasting systems [23].

2.1 Security Definitions

In this section, we define the security requirements of the CDCS. By making
this replacement, we can regard the secret input of D as {κi}1≤i≤m, the secret
input of U as {k(i)}1≤i≤m, the secret output of U as {κk(i)}1≤i≤m, and T (U)

as the public output. For the purpose of our explanation, we denote the set
{κk(1), . . . , κk(m)} by SU .

One of U ’s requirements is to obtain the chosen contents (Contentk(i)) cor-
rectly. Another requirement is to protect the secret inputs (k(i)) and outputs
(κk(i)). D’s requirements are that usage charges T (U) should be correctly cal-
culated based on the contents received by the user and that any other infor-
mation about these contents (κj(j /∈ {k(1), . . . , k(m)})) should not be leaked.
The requirement of security in the CDCS consists of, informally protecting the
confidentiality of the secret input/output and the correctness of secret/public
outputs. The following 5 definitions summarize the security requirement of the
CDCS:

Definition 1. (Soundness) When U , D, or Ti do not follow protocols, the other
entities that follow the protocols can prove the incorrectness.

(Hereafter, we assume that all entities follow the protocols.)

Definition 2. (Correctness for user) Given the input k(i) (1 ≤ i ≤ m), U
generates κk(i)(1≤i≤m) as the output.
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Definition 3. (Correctness for charging) T (U) =
∑m

i=1 pk(i) is computed cor-
rectly if and only if all Ti (i = 1, . . . , t) cooperate.

Definition 4. (Security of content) There exists no probabilistic polynomial time
algorithm Ū such that when {k(i)}1≤i≤m, all communications, all public keys, and
SU which is the result of CDCS are the inputs, κj(j /∈ {k(1), . . . , k(m)}) is the
output with non-negligible probability.

Definition 5. (Privacy for user) Let D̄ be the probabilistic polynomial time al-
gorithm such that when {κi}1≤i≤m, all public keys, T (U), and j ∈ {1, · · · , m} are
the inputs, either 1 (κj ∈ SU ) or 0 (κj /∈ SU ) is the output. Furthermore, let D̃
be the probabilistic polynomial time algorithm that, given the input is D̄’s inputs
without communications, outputs either 1 or 0 (same as D̄).

For ∀j, |Pr[D̄(j, · · ·) = 1] − Pr[D̃(j, · · ·) = 1]| < ε.
Briefly, a malicious distributor D̄ cannot learn the choices made by users.

3 Proposed Scheme

3.1 Preliminaries

To construct a generic CDCS, we assume the following cryptographic functions:
E1, E2, F1, and the SPK of the correct relation between the content and its price.
In this paper, the domain and the range of a function F are denoted as DomF ,
and RngF , respectively. Furthermore, if randomness is needed for F , its domain
is denoted as RndF .

E1: Commutative Encryption for F1. Let E1: DomE1 × RndE1 → RngE1

be a probabilistic encryption and let D1: RngE1 → DomE1 be a deterministic
decryption that satisfy the following properties.

Commutative for F1: For ∀mi ∈ DomE1 , ∀ri ∈ RndE1 , there exist (r̃i, r̃i
′) ∈

RndF1 such that F1(E1(mi, ri), r̃i) = E1(F1(mi, r̃i
′), ri

′), where ri
′ is uni-

formly distributed over RndE1 .
Indistinguishability: E1 is indistinguishable under a chosen plaintext attack.

E2: Homomorphic Encryption. Let E2: DomE2 × RndE2 → RngE2 be a
probabilistic and homomorphic encryption and let D2: RngE2 → DomE2 be a
deterministic decryption that satisfy the following properties.

Homomorphism: For ∀E2(p1, r1), ∀E2(p2, r2), D2(E2(p1, r1)×E2(p2, r2)) = p1+
p2 is satisfied.

Indistinguishability: E2 is indistinguishable under a chosen plaintext attack.
Threshold decryptability: D2 can be extended to use the robust threshold tech-

nique. The entities that decrypt a ciphertext can generate the SPK σT of
the correct execution of D2 using secret keys.

Some of the ElGamal cryptosystems satisfy the conditions of E1 and E2 [14].
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F1: Commutative Function for E1. Let F1: DomF1 × RndF1 → RngF1 be a
probabilistic function that satisfies the following property.

Commutative forE1: For an arbitraryE1(mi, ri),F1(E1(mi, ri), r̃i) = E1(F1(mi,
r̃i

′), ri
′) is satisfied where ri

′ is uniformly distributed over RndE1 . SPK σD can
prove the correct execution of F1 using a secret key.

Difficulty in One More Computation: There is a probabilistic sampling function
S1: DomS1 × RndS1 → RngS1 such that for the input 1n and randomness,
outputs {x1, . . . , xn}. Here, even if {x1, . . . , xn} and yi = F1(xi) such that
{y1, . . . , yj−1, yj+1, . . . , yn} is given, it is difficult to compute yj = F1(xj)

The RSA decryption function (f(c) := cd mod n) is a candidate of F1. In fact,
given {y1, . . . , yj−1, yj+1, . . . , yn} where yi = xi

d mod n and {x1, . . . , xn}, it is
difficult to compute yj . It denotes the difficulty of one-more-RSA-inversion prob-
lems [5]. The one-more-RSA-inversion problems are also called RSA-KTI [18].

SPK of the Relation Between Content and Price. Given (s1, · · · , sn) in
the CL, we assume the existence of a public signing function Fsig that is the
SPK of the correct relation between the content and its price that, given the
inputs as input message m ∈ Domσ1 , randomness rσ1 ∈ Rndσ1 , and secret key
SKj; outputs σ1. Furthermore, we assume the existence of extractor functions
ExtSK , ExtContent, ExtE1 , and ExtE2 are related to σ1. At first, we describe
the extractor functions before the description of properties of σ1.

Extractor function ExtSK : An extractor function ExtSK is a public function
that on input si in the CL, outputs the signing key SKi. Note that all the
signing keys are publicly known because the CL and ExtSK are public.

Extractor function ExtContent: An extractor function ExtContent is a deter-
ministic function that on input si, outputs Ai (the commitment of κi) and
pi (the price of Contenti). Note that κi is computable using F1(Ai).

Extractor function ExtE1 : An extractor function ExtE1 is a (probabilistic)
function that on input σ1, message m ∈ Domσ1 , randomness rσ1 ∈ Rndσ1 ,
and secret key SKi; outputs E1(Ai). Furthermore the SPK σAi in which
E1(Ai) is extracted from σ1 can be constructed by the signer who generates
σ1.

Extractor function ExtE2 : An extractor function ExtE2 is a (probabilistic)
function that on input σ1, message m ∈ Domσ1 , randomness rσ1 ∈ Rndσ1 ,
and signing key SKi; outputs E2(pi). Furthermore the SPK σpi in which
E2(pi) is extracted from σ1 can be constructed by the signer who generates
σ1.

Now we explain the properties of SPK σ1.

Correctness: For ∀m ∈ Domσ1 , ∀rσ1 ∈ Rndσ1 and a secret key SKj, σ1 is
accepted as a valid SPK.

Indistinguishability: There is no probabilistic polynomial-time algorithm that
on input σ1, outputs j such that SKj is used to generate σ1.
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(Strong) Coalition resistance: σ1; which is accepted as a valid signature, can
be generated using an SKi. Furthermore, it is computationally unfeasible to
obtain SK ′ �∈ {SK1, · · · , SKn} using {SK1, · · · , SKn}.

Some of the group signature schemes (e.g., [3]) satisfy indistinguishability and
the coalition resistance property.

3.2 Generic Content Distribution and Charging Scheme

Setup Phase
The system manager (M) takes a security parameter 1k as the input and outputs
a public parameter param and a master key mk, which is the secret key for M .

D with the assistance of M generates a CL consisting of (i, Ii, si, pi). D gener-
ates his or her key pairs (PKD and SKD) of F1 on the input param. U generates
his or her key pairs (PKU and SKU ) of E1 on input param. Ti generate their
common public key and each private key (PKT and the SKTi) of E2 on input
param. Finally, {PKD, PKU , PKT } are published (e.g., using PKI).

Commit Phase
Step1: D initially distributes the CL (i, Ii, si, pi) to U , or declares it open to

the public.
Step2: D distributes Eκi(Contenti) that is the encryption of Contenti using κi.

Transfer Phase
Step1: Initially,U chooses sj from the CL and calculates (Aj , pj)=ExtContent(sj)

and SKj = ExtSK(sj).
Step2: Firstly, U chooses a random message m and computes σ1 = Fsig(m, rσ1 ,

SKj) where rσ1 is randomness. Subsequently it computes E1(Aj) = ExtE1

( σ1, m, rσ1 , SKj) and E2(pj) = ExtE2(σ1, m, rσ1 , SKj) and generates σAj

and σpj simultaneously. Finally, U computes σUID (e.g., DSA) that proves
the identity of the user, and sends (σ1, E1(Aj), E2(pj), σAj , σpj , σUID) to D.
Then, σ1 generates the price (pj) corresponding to the selected content (Aj)
that is correctly encrypted. Moreover, σ1 proves (Aj , pj) to be a pair in the
CL.

Step3: D checks the validity of (σ1, E1(Aj), E2(pj), σAj , σpj , σUID). If the ver-
ification is correct, D calculates F1(E1(Aj), r̃j) and σD. At the end of this
step, D sends F1(E1(Aj), r̃j) and σD to U .

Step4: After the verification of F1(E1(Aj), r̃j) and σD, U decrypts F1(Aj) =
D1(E1(F1(Aj , r̃j

′))). Finally, U obtains κi using F1(Aj).

Charge Phase
Step1: When a certain period passes, D sends (

∏m
i=1 E2(pi)) to Ti.

Step2: Ti cooperatively decrypts T (U) = D2(E2(
∑m

i=1 pi)) using SKTi(i =
1, . . . , t).

Step3: Ti sends T (U) to D with σT .
Step4: D checks the validity of σT . If the verification is correct, D accepts T (U)

as the total usage charge of the contents that U received.
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3.3 Security of Generic Construction

Theorem 1. The generic construction shown in section 3.2 satisfies the defini-
tion of security in section 2.1.

(Sketch of Proof)
(Proof of definition 1). By checking the validity of the signatures that U and
T have outputted, D can verify if both U and T are following the protocol.
Similarly, by checking the validity of the signatures that D has outputted, U
can verify whether D follows the protocol or not.
(Proof of definition 2). From the completeness and soundness of σ1 and σD, U
receives it correct request, κj .
(Proof of definition 3). From the threshold decryptability of D2, homomorphic
property of E2, and infeasibility of obtaining SKj �∈ {SKi}1≤i≤n (the coalition
resistance property of σ1), this definition is obtained.
(Proof of definition 4). The infeasibility of getting content information that U
does not receive properly is attributed to the difficulty in one more computation
of F1.
(Proof of definition 5). This definition is achieved from the indistinguishability
of σ1, E1(Aj), E2(pj), zero-knowledge property of SPK σAj , σpj , and the homo-
morphic property of E2, this definition is achieved (all the communications do
not leak any information whatsoever about j).

In the above arguments, we do not consider the computation and communication
costs of U . Using the 1-out-of-n signature, the construction of σ1 is possible [21];
however, it depends on the total number of contents available.

In section 4, we construct a scheme such that the computation and commu-
nication costs of U remain constant.

Our main aim is to construct σ1 using a group signature with the coalition
resistance property and to publish the signing keys.

4 Construction Using ACJT2000

4.1 Assumptions

In this section, we present a construction using ACJT2000 [3]. The security
of the construction is based on the Strong-RSA assumption and the decisional
Diffie-Helman (DDH) assumption. Let n (= pq) be a safe RSA modulus(i.e.,
with p = 2p′ +1, q = 2q′ +1, and p, q, p′, q′ are all prime). Let QR(n) be a cyclic
subgroup of ZZ∗

n generated by an element of order p′q′. We consider the following
two assumptions:

Strong-RSA Assumption. There exists no probabilistic polynomial-time al-
gorithm such that when n and z ∈ QR(n) are the inputs, u ∈ ZZ∗

n and e ∈
ZZ>1 are the outputs satisfying z ≡ ue(modn) with non negligible probability
[3,4,15].
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Decisional Diffie-Helman Assumption. Let G = < g > be a cyclic group
generated by g. There is no probabilistic polynomial-time algorithm that dis-
tinguishes between the distributions D and R with non-negligible probability,
where D = (g, gx, gy, gz) with x, y, z ∈R ZZ#G and R = (g, gx, gy, gxy) with
x, y ∈R ZZ#G [6].

4.2 Building Blocks

Group Signature Proposed by Ateniese et al. We use only four procedures
(SETUP, JOIN, SIGN, and VERIFY) in the ACJT2000 scheme [3], and we
describe only these parts used in our scheme for simplicity.

SETUP: Let ε > 1, k, and lp be the security parameters and let λ1, λ2, γ1, and
γ2 denote the lengths. Define the integral ranges Λ and Γ . A group manager
(GM) sets primes p, q such as p = 2p′ + 1 and q = 2q′ + 1, and modulus
n (= pq). The GM chooses random elements a, a0, g, and h ∈R QR(n). Next,
the opener (e.g., the GM) computes y = gχ. The group public key GPK is
(n, a, a0, g, h, y).

JOIN: The GM selects a random prime ei ∈R Γ , and a random number xi. In
our scheme, the interactive protocol between the GM and user described in
[3] is not required. Finally, the GM computes Ai = (axia0)1/ei mod n. The
member’s signing key SKi is (ei, Ai, xi).

SIGN: Signer U generates a random value r0 ∈R {0, 1}2lp and computes

T1 = Aiy
r0 mod n, T2 = gr0 mod n, and T3 = geihr0 mod n.

and sends σACJT = SIGNACJT (m, GPK, SKi) to the verifier D. σACJT is
composed of (T1, T2, T3, c, s1, s2, s3, s4). We omit the explanation of (c, s1, s2,
s3, s4).

VERIFY: D checks the validity of σACJT using VERIFYACJT (σACJT , GPK)
and outputs either 0 (reject) or 1 (accept).

4.3 Construction

In this section, we construct the CDCS using ACJT2000 based on the construc-
tion presented in section 3.2. For simplicity, we regard the talliers as a single
authority T .

Setup Phase
Let t, s, l, and γ3 be the security parameters in addition to the parameters de-
fined by ACJT2000 (for interval proof for discrete logarithms ). Let G be a
pseudo-random number generator. The system manager M (e.g. trusted third
party) executes a SETUP phase of ACJT2000 and generates public parameters
n (= pq), a, a0, and g.

Next, D sets the price of contents ({pi}1≤i≤n) and sends it to M .
Then, M executes the JOIN phase (in 4.2) using GPK = (n, a, a0, g) and

transfers SKi to D. In this phase, M generates a special prime ei(∈R Γ ) that
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satisfies ei = 2γ3ei1 + ei2 (ei1 equals to a price pi and ei2 is a random number).
We show the construction of ei in table 2. D generates the contents list CL
= {(i, Ii, si, ei1)}1≤i≤n where si = (ei, xi, Ai).

Finally, each entity’s secret/public keys are generated as follows and hU , hD,
and hT are published.

(SKU , PKU ) = (χ, hU = gχ mod n), (SKD, PKD) = (ω, hD = gω mod n),
and (SKT , PKT ) = (τ, hT = gτ mod n).

In our construction, we denote ElgPKey,SKey as the ElGamal cryptosystem
whose public key is PKey and secret key is SKey. We define two functions
E1 and E2 as ElgPKU ,SKU and ElgPKT ,SKT respectively. Next, we define F1
such that with the ciphertext (X, Y ) which is an encryption using ElgPKU ,SKU

and randomness r̄ as inputs, (hU
r̄Xω, gr̄Y ω) as a random encryption of (X, Y )

are obtained as outputs. Furthermore, we define the extractor functions ExtSK

and ExtContent as ExtSK(sj) = (ej , xj , Aj) and ExtContent(sj) = (Aj , ei1),
respectively.

Table 2. Construction of prime number ei

{0}120 { price ei1}20 {0}120 { random number ei2}760

←− 2γ3 −→

Commit Phase
Step1: D initially distributes CL to U or declares it open to the public.
Step2: D distributes Eκi(Contenti) that is an encryption of Contenti using an

encryption algorithm E and random number κi.
D computes Ki = (Ai)ω mod n and K̄i = G(Ki ‖ Ai) ⊕ κi and sends K̄i

(i = 1, . . . , n) to U . (Use the adaptive oblivious transfer technique [18].)

Transfer Phase
Step1: U chooses sj from the CL and obtains (ej , Aj , xj , ej1).
Step2: First, U generates σACJT using r0 as the randomness of

T1 = Ajh
r0
U mod n, T2 = gr0 mod n, and T3 = gej hr0

T mod n.

Next, U chooses random numbers r01 and r02 and calculates

T4 = gr01 mod n, T5 = gej1hr01
T mod n, and T6 = gej2hr02

T mod n.

U adds (T4, T5, T6) and executes the SIGN phase of ACJT2000, and obtains
σ1. σ1 proves the price (ej1) corresponding to the selected content (Aj) that
is correctly encrypted. Moreover, σ1 proves (Aj , ej1) to be a pair in the CL.
U computes E1(Aj) = ExtE1(σ1, m, r0, SKj). (Note that Aj is the value that
is ElGamal-encrypted in E1(Aj) = (T1, T2) = (AjhU

r0 , gr0) under PKU .) In
this construction, σAj is included in σ1. U computes E2(pj) = ExtE2(σ1, m,
r01, SKj). (Note that gej1 is the value that is ElGamal-encrypted in E2(pj)
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= (T5, T4) = (gej1hT
r01 , gr01) under PKT . ei1 equals to a price pi.) U com-

putes σpj = (σej , σr01 , σej2 ) such that

σej = SPK{(ej, r0, r0
′) : T 2γ3

5 T6 = gej hr0
′

T ∧ T3 = gej hr0
T },

σr01 = SPK{(ej1, r01) : T4 = gr01 ∧ T5 = gej1hr01
T },

σej2 = SPK{(ej2, r02) : T6 = gej2hr02
T ∧ ej2 ∈ [−2t+lb, 2t+lb]}.

Finally, U computes σID = Sig(ID, · · ·) (e.g., DSA) that proves the identity
of the user, and sends (σ1, E1(Aj), E2(pj), σAj , σpj , σID) to D. The actual
scheme for SPKs are shown in the next section.

Step3: D checks (σ1, E1(Aj), E2(pj), σAj , σpj , σID). (Check σ1’s validity via the
VERIFY procedure.) When the verification is correct, D chooses rD ∈R Zq

and computes

F1(E1(Aj), r̃j) = (T ′
1, T

′
2) = (hrD

U T ω
1 , grDT ω

2 ) mod n,
σD = SPK{(ω, rD) : hD = gω ∧ T ′

2 = grDT ω
2 ∧ T ′

1 = hrD

U T ω
1 }.

Finally, D sends (F1(E1(Aj), r̃j), σD) to U .
Step4: U checks σD. When the verification is correct, U computes F1(Aj) =

D1(E1(F1(Aj , r̃j
′))) = T ′

1
(T ′

2)χ . Finally, U computes κj = K̄j ⊕ G(F1(Aj) ‖
Aj).

Charge Phase
Step1: After a certain period, D computes (

∏m
i=1 E2(pi)) = (T̄4 =

∏m
i=1 T4i ,

T̄5 =
∏m

i=1 T5i) and sends it to T .
Step2: T computes using the electronic voting technique [14].

A =
T̄5

(T̄4)τ
mod n (= g

∑ m
i=1 ej1i ).

and recovers
∑m

i=1 ej1i (= T (U)) as T (U)

Step3: T computes the following σT and sends (σT , T (U)) to D.

σT = SPK{τ : hT = gτ ∧ T̄5

A
= (T̄4)τ}.

Step4: D checks σT . If the verification is correct, D accepts T (U).

4.4 Detail of SPK

σej , σr01 , σD, and σT can be constructed by extending the SPK of discrete loga-
rithms. σej2 can be constructed by the interval SPK for discrete logarithms. In
this section, we describe the construction of σej and σej2 . (Other SPKs can be
constructed using the same technique.)
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Construction of σej . Let H be a collision-resistant hash function H : {0, 1}∗ →
{0, 1}k. Set MU = (g||hT ||T 2λ2

5 T6||T3), and construct σej = SPK{(ej, r0, r0
′) :

T 2λ2
5 T6 = gej hr0

′

T ∧ T3 = gej hr0
T } as follows.

Generation of σej : U selects random α1 ∈R {0, 1}ε(k+γ1), α2 ∈R {0, 1}ε(k+2lp),
and α3 ∈R {0, 1}ε(k+γ3+2lp) and computes

t1 = gα1hα2
T mod n,

t2 = gα1hα3
T mod n,

cU = H(MU ||t1||t2),
sU = α1 − cUej ,
s̄U = α2 − cUr0

′,
ŝU = α3 − cUr0.

U sends σej = (cU , sU , s̄U , ŝU ) to DD

Verification of σej : D verifies that cU
?= H(MU ||(T 2λ2

5 T6)cU gsU hŝU

T ||T3
cU

gsU hs̄U

T ).

Construction of σej2 . Let H2 be a hash function H2 : {0, 1}∗ → {0, 1}2t.
Construct σej2 = SPK{ei1, r01 : T5 = gei1hr01

T ∧ ei1 ∈ [−2t+lb, 2t+lb]} as follows;

Generation of σej2 : U selects ω ∈R [0, 2t+lb − 1] and η ∈R [−2t+l+sn +
1, 2t+l+sn − 1] and computes

W = gωhη
T mod n,

C = H2(W ),
c = C mod 2t,
D1 = ω + ei1c,
D2 = η + r01c(∈ ZZ).

If D1 ∈ [cb, 2t+lb − 1], U sends the σej2 = (C, D1, D2) to D; otherwise, U
restarts the protocol.

Verification of σej2 : D verifies that D1 ∈ [cb, 2t+lb−1] and C
?=H2(gD1hD2

T T−c
5 ).

This convinces D that ei1 ∈ [−2t+lb, 2t+lb]D.

4.5 Security

Theorem 2. Our construction shown in 4.3 achieves the definition of security
in section 2.1 under the intractability assumptions of the strong RSA and deci-
sional Diffie-Hellman (DDH).

(Sketch of Proof). Assuming a strong RSA and decisional Diffie-Hellman, the
properties of E1 and E2 follow directly. The properties of completeness, sound-
ness and zero-knowledgeness of σAi , σpi , σD, and σT are derived from these as-
sumptions. The properties of F1 are satisfied under the intractability assumption
of RSA-KTI from Sec. 3.2 in [18]. The properties of σ1 satisfy from Theorem 1
in [3].
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Theorem 3. In our construction shown in section 4.3, the user’s computation
and communication costs depend only on the number of contents that user desires
to receive.

Proof. Using the constant size group signature [3] and SPK in our construc-
tion, the user’s communication cost is independent of both the number of users
and the number of contents available. The signing cost to construct the signa-
ture and SPK depends only on the security parameter 1k. Therefore, the user’s
computation cost depends only on the number desired by the user.

5 Conclusion

In this paper, we propose a generic content distribution and charging scheme
(CDCS) that can protect the usage history of users from the content provider
while correctly charging the user according to his or her total usage. Furthermore,
we present a construction based on the group signature proposed by Ateniese
et al. [3]. In our construction, the computation and communication cost does
not depend on the total number of contents available but only on the number of
contents received by the user.

Our generic construction can be adapted to a short group signature [7] with
a slightly complicated SPK. Such a concrete construction will be presented as
another paper.
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Abstract. A privacy-preserving authentication model called secret
handshake was introduced by Balfanz, Durfee, Shankar, Smetters, Stad-
don, and Wong [1]. It allows two members of a same group to authenticate
themselves secretly to the other whether they belong to a same group or
not, in the sense that each party reveals his affiliation to the other only if
the other party is also a same group member. The previous works focus
on the models where each participant authenticates himself as a mem-
ber of one group. In this paper, we consider a secret handshake model
with multiple groups. In our model, two users authenticate themselves
to the other if and only if each one’s memberships of multiple groups
are equal. We call this model secret handshake with multiple groups. We
also construct its concrete scheme. Our scheme can easily deal with the
change of membership. Even if a member is added to a new group, or
deleted from the one that he belongs to, it is not necessary to change the
memberships for the other groups that he belongs to.

Keywords: Secret Handshake, Authentication, Privacy, Anonymity.

1 Introduction

1.1 Background

A privacy-preserving authentication model called secret handshake was intro-
duced by Balfanz, Durfee, Shankar, Smetters, Staddon, and Wong [1]. It allows
two members of a same group to authenticate themselves secretly to the other
whether they belong to a same group or not, in the sense that each party reveals
his affiliation to the other only if the other party is also a group member.

For example, a CIA agent Alice might want to authenticate herself to Bob,
but only if Bob is also a CIA agent. Moreover, if Bob is not a CIA agent,
the protocol should not help Bob in determining whether Alice is a CIA agent
or not.

The work of [1] constructed a secret handshake scheme secure under the bilin-
ear Diffie-Hellman assumption in the random oracle model. Castelluccia, Jarecki,
and Tsudik [2] constructed a secret handshake scheme, which is secure under the
computational Diffie-Hellman (CDH) assumption in the random oracle model,
based on an ID-based-like encryption scheme.

J.K. Lee, O. Yi, and M. Yung (Eds.): WISA 2006, LNCS 4298, pp. 339–348, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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The above schemes [1,2] are based on one-time credentials to achieve the
unlinkability, which means that the attacker cannot specify the user even if he
is a participant of the scheme. Without one-time credentials, Xu and Yung [3]
constructed the scheme with the unlinkability.

Furthermore, Tsudik and Xu [4] proposed a multi-party secret handshake
model. In this model, with a single run of the protocol, any number of members
can authenticate themselves to the others if and only if all of them belong to
a same group. They also modified the unlinkability for the multi-party secret
handshake model, and constructed a concrete scheme satisfying this property.

1.2 Our Contribution

The previous works focus on the models where each participant authenticates
himself as a member of one group. In this paper, we consider a secret handshake
model with multiple groups, where two users authenticate themselves to the
other if and only if each one’s memberships of the groups are equal. We call this
model secret handshake with multiple groups.

For example, assume that a CIA agent Alice is investigating a gang secretly,
and she wants to meet a CIA colleague who is investigating the same gang,
too. She meets a suspicious person, Bob. She wants to assure that he is both
a CIA agent and an investigator of the gang. If he is not a CIA member or an
investigator of the gang, she does not want to tell him either that she is a CIA
member or that she is a investigator of the gang.

We also construct a concrete scheme for secret handshake with multiple
groups. Our scheme can easily deal with the change of memberships. Even if
a member is added to a new group, or is deleted from the one that he belongs
to, it is not necessary to change his other memberships.

1.3 Organization

In Section 2, we propose a model of secret handshake with multiple groups. In
Section 3, we present a concrete scheme of this model. In Section 4, we prove
that our scheme satisfies the security requirement under the CDH assumption
in the random oracle model.

2 Definition of Secret Handshake with Multiple Groups

In this section, we propose a model of secret handshake with multiple groups.

2.1 Model

We adapt the definition of [2] to secret handshake with multiple groups.
In our model, there is a group authority GA for each group. A scheme for secret

handshake with multiple groups consists of four algorithms Setup, CreateGroup,
AddMember, and Handshake.
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– Setup takes as input the security parameter k and generates the public pa-
rameters params common to all subsequently generated groups.

– CreateGroup is a key generation algorithm executed by GA on input of params,
and outputs the group public key G and the GA’s private key xG.

– AddMember is a protocol executed between a user and the group authority
GA of G. The private input is GA’s private key xG. The common inputs are
params, G, and the user’s identity ID of size regulated by params. Then, the
user gets a trapdoor t for the above ID. The user keeps the trapdoor secret.

– Handshake is the authentication protocol, i.e. the secret handshake protocol
itself. It is executed between players A and B on public inputs IDA, IDB,
and params. The private input of A is (t1, . . . , tn, G1, . . . , Gn), and the
private input of B is (t′1, . . . , t′n′ , G′

1, . . . , G′
n′). It outputs accept or reject.

We note that in all secret handshake schemes discussed in this paper the
output of the Handshake protocol can be extended to include an authenticated
session key along with the “accept” decision.

2.2 Basic Security Properties

We also adapt the definition of [2] to secret handshake with multiple groups.
A secret handshake scheme with multiple groups must have the following secu-

rity properties: the completeness, the impersonator resistance, and the detector
resistance. In some cases, the unlinkability is preferable.

Completeness. Assume that honest users A, B belonging to the same groups,
that is, A belongs to G1, . . . , Gn and B belongs to G′

1, . . . , G′
n′ , then n = n′ and

{G1, . . . , Gn} = {G′
1, . . . , G

′
n′}. If A and B run Handshake with valid trapdoors

for their IDs and group public keys, then both parties output “accept”.

Impersonator Resistance. The impersonator resistance property is violated
if an adversary A authenticates himself as a member of G1, . . . , Gn to an honest
user V when A does not belong to at least one of G1, . . . , Gn. Formally, we say
that a secret handshake scheme is impersonator resistant if every polynomially
bounded adversary A has negligible probability of winning in the following game,
for any string IDV :

1. We execute params ← Setup(1k), and (Gi, xi) ← CreateGroup(params) for
i = 1, . . . , n.

2. The adversary A, on input (G1, . . . , Gn, IDV ), invokes the AddMember al-
gorithm on any groups any times. That is, for any bitstring ID and a public
key of group G, A can get a trapdoor t for ID and G.

3. When A is ready for the challenge, A is allowed to choose up to n−1 groups
and receives these GAs’ private keys xi.

4. A announces a new IDA, which is not included in any of the above queries.
5. A interacts with the honest player V with the Handshake protocol. Common

inputs are (IDA, IDV ), and V ’s private inputs are (Gi, ti) for i = 1, . . . , n.
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We say that A wins if V outputs “accept” in the above game.
We note that the above property is rather weak, and that stronger versions

of this property are possible. Namely, the attacker is allowed to run the protocol
several times against V , and is able to invoke the additional AddMember algo-
rithm after each attempt. Also, the attacker is allowed to ask for trapdoors on
additional ID �= IDA strings during the challenge protocol with V . We use a
simple definition here. It can be shown that our scheme remains secure under
these stronger notions.

Detector Resistance. An adversary A violates the detector resistance prop-
erty if A can decide whether some honest party V is a member of some groups
G1, . . . , Gn when A does not belong to at least one of G1, . . . , Gn. Formally, we
say that a secret handshake scheme is detector resistant if there exists a prob-
abilistic polynomial-time algorithm SIM , such that any polynomially bounded
adversary A cannot distinguish between the following two games with probabil-
ity non-negligibly higher than 1/2, for any target ID string IDV :

Steps 1 to 4 proceed as in the definition of the impersonator resistance,
that is, on input IDV and a randomly generated G1, . . . , Gn, A queries
GA on adaptively chosen ID. A is allowed to choose up to n − 1 groups
to receive the GAs’ private keys xi. A announces a new IDA, which is not
included in any of the above queries.

5-1. In game 1, A interacts with the honest player V with the Handshake proto-
col. the common input is (IDA, IDV ), and V ’s private inputs are (Gi, ti)
for i = 1, . . . , n.

5-2. In game 2, A interacts with SIM on the common input (IDA, IDV ).
6. A can query GA on additional strings ID �= IDA.
7. A outputs “1” or “2”, making a judgement on which game he saw.

Similarly to the impersonator resistance, stronger notions of the detector resis-
tance are possible. In particular, the adversary should be able to trigger several
executions of the handshake protocol with player V , and he should be able to re-
place these instances with those executed with the legitimate owner of the IDA
identity. We use the above weak notion for simplicity, but our scheme satisfies
these stronger notions.

Unlinkability. A potentially desirable property is the unlinkability, which ex-
tends privacy protection for group members by requiring that instances of the
handshake protocol performed by the same party cannot be efficiently linked.
This property is violated if after an adversary A interacts with the honest player
V with the Handshake protocol, A can determine the other’s ID when A does not
belong to at least one of G1, . . . , Gn. Formally, we say that a secret handshake
scheme is unlinkable if any polynomially bounded adversary A cannot distin-
guish between the following two IDs with probability non-negligibly higher than
1/2, for any string IDV1 , IDV2 :

Steps 1 to 4 proceed as in the definition of the impersonator resistance
except for the inputs on A. On input IDV1 , IDV2 and a randomly generated
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G1, . . . , Gn, A queries GA on adaptively chosen ID. A is allowed to choose
up to n − 1 groups to receive the GAs’ private keys xi. A announces a new
IDA, which is not included in any the above queries.

5. We choose b ∈ {1, 2} randomly. A interacts with the honest player V with
the Handshake protocol. The common input is (IDA , IDVb

), and V ’s private
inputs are (Gi, ti) for i = 1, . . . , n.

6. The adversary A can query GA on additional strings ID �= IDA.
7. The adversary A outputs “1” or “2”, making a judgement on whom he

interacted with.

3 Concrete Scheme

In this section, we construct a concrete scheme for secret handshake with mul-
tiple groups. This four-round scheme satisfies the security properties under the
CDH assumption in the random oracle model. This scheme can be considered
as a variant of [2], based on the Schnorr signature scheme [5] and the ElGamal
encryption scheme.

– Initialize picks the standard discrete logarithm parameters (p, q, g) of security
parameter k, that is, primes p, q of size k, such that g is a generator of a
subgroup in Z

∗
p of order q. Initialize also defines hash functions H : {0, 1}∗ ×

〈g〉 → Zq and H ′ : 〈g〉 → 〈g〉. The hash functions are modeled as random
oracles.

– CreateGroup picks a random private key x ∈ Zq and sets the public group
key G = gx. Each Gi can be represented as a string and we can sort Gi’s
lexicographically.

– In AddMember on a public input (G, ID), the GA picks r ∈ Zq randomly,
and computes w = gr and t = xH(ID, w) + r mod q. The user’s outputs
are the certificate w and the trapdoor t.

– Handshake proceeds as follows. Assume that A’s inputs are ID, (Gi, wi, ti)
for i = 1, . . . , n and B’s inputs are ID′, (G′

j , w
′
j , t

′
j) for j = 1, . . . n′ where

Gi’s and G′
i’s are sorted lexicographically.

1. B sends (ID′, w′
1, . . . , w

′
n′) to A.

If n �= n′, A outputs reject.
A obtains PK ′

1 = w′
1G

H(ID′,w′
1)

1 , . . . , PK ′
n′ = w′

n′G
H(ID′,w′

n′)
n .

A picks ma ←R 〈g〉.
A picks c ←R Zq and computes (c1, c2)=(gc, maH ′(PK ′c

1 )· · ·H ′(PK ′c
n′)).

2. A sends (ID, w1, . . . , wn, c1, c2) to B.
B obtains PK1 = w1G

′H(ID,w1)
1 , . . . , PKn = wnG

H(ID,wn)
n′ .

B picks mb ←R 〈g〉.
B picks c′←R Zq and computes (c′1, c

′
2)=(gc′

, mbH
′(PKc′

1 )· · ·H ′(PKc′

n )).

B computes m = H ′(ct′
1

1 )−1 · · · H ′(ct′
n′

1 )−1c2 and respb = H ′(m).
3. B sends (c′1, c′2, respb) to A.

If respb �= H ′(ma), A outputs reject.
Otherwise, A computes
m′ = H ′(c′1

t1)−1 · · · H ′(c′1
tn)−1c′2 and respa = H ′(m′).
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4. A sends respa to B.
If respa �= H ′(mb), B outputs reject.
Otherwise B outputs accept.

3.1 Discussion

Clearly, our scheme does not satisfy the unlinkability. However, by the following
extension, this property can be satisfied. In steps 1 and 2 of Handshake, one
can run the protocol using multiple IDs and certificates. Then, the other picks
multiple challenge messages and encrypts them with the IDs and certificates. Af-
ter receiving these ciphertexts, he computes the plaintexts and responds hashed
plaintexts. The other authenticates him if he can decrypt one of them. If he can
decrypt none of them, he rejects. We prove this property in section 4.3.

4 Security of Our Scheme

In this section, we prove that our scheme satisfies the security properties under
the CDH assumption in the random oracle model.

It is clear that our scheme satisfies the correctness. That is, if honest users
belonging to the same groups run Handshake with valid trapdoors for their IDs
and group public keys, then Handshake outputs “accept”.

4.1 Impersonator Resistance

Theorem 1. Our scheme is impersonator resistant under the CDH assumption
in the random oracle model.

Proof. We prove this security property by reduction. By using the adversary
that attacks this property with non-negligible probability ε, we construct the
adversary A∗ that solves the CDH problem with non-negligible probability.

The adversary A attacks against an honest user V identified by IDV who is
a member of n groups. We use A as the A and V as the B in the definition of
the Handshake. It is not necessary to consider the other case.

On the input of the Diffie-Hellman challenge (g, ga, gd), A∗ chooses l ∈
{1, . . . , n} and sets Gl = ga. We assume l = n without loss of generality. A
chooses x1, . . . , xn−1 ← Z

∗
q randomly and computes G1 = gx1 , . . . , Gn−1 =

gxn−1. A∗ inputs (G1, . . . , Gn, IDV ) to A. Let xn = a.
When A queries ID to the AddMember algorithm of the k-th group, A∗ simu-

lates as follows. If k �= n, A∗ actually computes the Schnorr signature on string
ID under the GA’s secret key xk and returns a pair (w, t) such that w = gr and
t = xkH(ID, w) + r. If k = n, A∗ simulates the Schnorr signature. A∗ picks
i, t ←R Z

∗
q randomly, computes w = gt(Gi

n)−1, sets H(ID, w) = i, and sends
(t, w) to A. Since this pair satisfies the verification equation and i, t are picked
at random, A∗ simulates the random oracles.

When A announces that he is ready for the impersonation challenge against
V , A is allowed to choose up to n− 1 groups to receive the GAs’ private keys xi.
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Since A that receives n − 1 private keys has the largest probability to success
the attack, we can assume that A chooses n− 1 groups. If A chooses n-th group
to receive the private key, A∗ halts. Otherwise, A∗ passes x1, . . . , xn−1. Then
A passes (IDA, w1, . . . , wn) to A∗. In the step 3 of Handshake algorithm, A∗

sets c1 = gd, c2 ←R 〈g〉 and passes (c1, c2) to A. Assume that, for each k,
wk = grk and tk is the trapdoor of A for the k-th group. In the random oracle
model, the probability that A makes the correct answer resp = H ′(m) without
querying m to H ′ such that c2 = mH ′(ct1

1 ) · · ·H ′(ctn
1 ) is negligible. Thus, in

order to compute m, A has to query cti
1 to H ′ for i = 1, . . . , n. Therefore, A can

exponentiate a random element c1 to exponent t1, . . . , tn.
In the above argument, after receiving Schnorr signatures (ti, wi) on A’s

choice, A will compute (wn, ctn

1 ) such that wn = grn and tn = xnH(IDA, wn)+rn

for some rn, IDA.
We apply the forking lemma by Pointcheval and Stern [6]. Let TM be a

probabilistic polynomial time Turing machine, given only the public data as in-
put. Let (m, σ1, h, σ2) be a signature in the forking lemma where h is the hash
value of (m, σ1) and σ2 just depends on σ1, the message m, and h. The fork-
ing lemma shows that if TM can find, with non-negligible probability, a valid
signature (m, σ1, h, σ2), then, with non-negligible probability, a replay of this
machine, with the same random tape and a different oracle, outputs two signa-
tures (m, σ1, h, σ2) and (m, σ1, h

′, σ′
2) such that h �= h′. The forking lemma used

in the security proof of the Schnorr signature scheme shows that if there exists
an attacker that breaks the existential unforgeability under an adaptive chosen
message attack with non-negligible probability, then the discrete logarithm in
subgroups can be solved in polynomial time. This means that if two conversa-
tions with an adversary and different random oracles produce the same message
and signature, then x = DLg(G) can be computed.

In our proof, we reduce the the successful attack not to computing dis-
crete logarithms, but to computing the CDH problem gad. We can consider
(IDA, wn, H(IDA, wn), ctn

1 ) as a tuple (m, σ1, h, σ2) in the forking lemma. Re-
call that A∗ has set c1 = gd. In the first conversation, A receives H(IDA, wn) = j
and computes

ctn
1 = c

xnH′(IDA,wn)+rn

1

= gd(aj+rn).

In the second conversation, A receives H(IDA, wn) = j′ and computes

c
t′
n

1 = gd(aj′+rn).

After these two conversations, A∗ can compute gad = (ctn

1 /c
t′
n

1 )(j−j′)−1
.

Since x1, . . . , xn are chosen randomly, the probability that A does not choose
n-th group to receive the GA’s private key xn is 1/n. If the probability of A
to break the impersonator resistance is ε, the probability that A wins the game
twice with the same (IDA, wn) is at least ε2/n2. Then, A∗ can return the answer
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to the CDH challenge with probability ε2/(n2qh) where qh is the number of
queries that A makes to the hash function H ′. If the success probability ε is
non-negligible, A is an efficient algorithm, and hence the number of queries qh is
polynomial, then the probability that A∗ can return the correct answer of CDH
is non-negligible. �	

4.2 Detector Resistance

Theorem 2. Our scheme is detector resistant under the CDH assumption in
the random oracle model.

Proof. We prove this security property by a similar way as in the proof of the
impersonator resistance. By using an adversary that attacks this property with
probability 1/2+ ε, we construct the adversary A∗ that solves the CDH problem
with non-negligible probability.

The adversary A attacks against an honest user V identified by IDV , that is
a member of n groups. We use A as the A and V as the B in the definition of
the Handshake. It is not necessary to consider the other case.

A∗ sets the values IDV , x1, . . . , xn−1, G1, . . . , Gn, simulates AddMember algo-
rithm, and sets the challenge response (c1, c2) as in the proof of the impersonator
resistance.

If A distinguishes a conversation with V from a conversation with SIM, he
reveals the information w1, . . . , wn, (c1, c2) of the groups from the response from
V . w1, . . . , wn and c1 are random values and independent of the group public
key. Since the probability that A reveals the information without querying m
such that c2 = mH ′(ct1

1 ) · · ·H ′(ctn
1 ) is negligible, A has to query c(i) = ct1

1 to
H ′ for i = 1, . . . , n. Therefore, A can exponentiate a random element c1 to
exponent t1, . . . , tn. In the above argument, after receiving Schnorr signatures
(ti, wi) on A’s choice, A will compute (wn, ctn

1 ) such that wn = grn and tn =
xnH(IDA, wn) + rn for some rn, IDA.

Again, by applying the forking lemma,A∗ can compute gad with non-negligible
probability as in the proof of impersonator resistance. �	

4.3 Unlinkability

In this section, we prove that the modified scheme satisfies the unlinkability.
Therefore, we consider the modification as discussed in section 3.1. In step 1 and
2 of the Handshake, one can run the protocol using multiple IDs and certificates.
Then, the other picks multiple challenge messages and encrypts them with the
IDs and certificates. After receiving these ciphertexts, he computes the plaintexts
and responds hashed plaintexts. The other authenticates him if he can decrypt
one of them. If he can decrypt none of them, he rejects.

Theorem 3. The modified scheme is unlinkable under the CDH assumption in
the random oracle model.



Secret Handshake with Multiple Groups 347

Proof. We prove this security property by a similar way as in the proof of the
impersonator resistance. By using an adversary that attacks this property with
probability 1/2+ ε, we construct the adversary A∗ that solves the CDH problem
with non-negligible probability.

The adversary A attacks against an honest user V identified by IDV1 , that is
a member of n groups. We use A as the A and V as the B in the definition of
the Handshake. It is not necessary to consider the other case.

On the input of the Diffie-Hellman challenge (g, ga, gd), A∗ chooses l ∈
{1, . . . , n} and sets Gl = ga. We assume l = n without loss of the general-
ity. A chooses x1, . . . , xn−1 ← Z

∗
q , IDV2 ← {0, 1}∗ randomly and computes

G1 = gx1 , . . . , Gn−1 = gxn−1 . A∗ inputs (G1, . . . , Gn, IDV1 , IDV2) to A. Let
xn = a.

When A queries ID to the AddMember algorithm of the k-th group, A∗ sim-
ulates as follows. If k �= n, A∗ computes the Schnorr signature on string ID
under the GA’s secret key xk and returns a pair (w, t) such that w = gr and
t = xkH(ID, w) + r. If k = n, A∗ simulates the Schnorr signature. A∗ picks
i, t ←R Z

∗
q randomly, computes w = gt(Gi

n)−1, sets H(ID, w) = i, and sends
(t, w) to A. Since this pair satisfies the verification equation and i, t are picked
at random, A∗ can simulate the random oracles.

When A announces that he is ready for the unlinkability challenge against V ,
A is allowed to choose up to n − 1 groups to receive the GAs’ private keys xi.
Since A that receives n − 1 private keys has the largest probability to success
the attack, we can assume that A chooses n− 1 groups. If A chooses n-th group
to receive the private key, A∗ halts. Otherwise, A∗ passes two tuples of (IDV1 ,
wV1

1 , . . . , wV 1
n ) and (IDV2 , wV 2

1 , . . . , wV 2
n ) to A. Then A passes two tuples of

(IDA, w1, . . . , wn) and (ID′
A, w′

1, . . . , w
′
n) to A∗. In the step 3 of Handshake

algorithm, A∗ sets r ←R {1, 2}, c1r = gd and c2r, c1(3−r), c2(3−r) ←R 〈g〉 and
passes these (c1r, c2r), (c1(3−r), c2(3−r)) to A. Assume that, for each k, wk =
grk , w′

k = gr′
k and tk or t′kis the trapdoor of A for the k-th group. If A can

distinguish a conversation with IDV1 from a conversation with IDV2 , he reveals
the information w1, . . . , wn, w′

1, . . . , w
′
n, (c11, c21), (c12, c22) of the IDs from the

response from V . w1, . . . , wn, w′
1, . . . , w

′
n, c11, and c12 are random values and

independent from the IDs. The probability that A reveals the information of
IDs without querying m such that c21 = mH ′(ct1

11) · · · H ′(ctn
11) or m′ such that

c22 = m′H ′(ct′
1

12) · · ·H ′(ct′
n

12) is negligible, A has to query ct1
11 to H ′ for i = 1, . . . , n

or c
t′
1

12 to H ′ for i = 1, . . . , n. Therefore, A can exponentiate a random element
c11 to exponent t1, . . . , tn or c22 to exponent t′1, . . . , t′n.

In the above argument, after receiving signatures (ti, wi) on IDi on A’s
choice, A will compute a message IDA and its signature (wn, ctn

11) such that
wn = grn and tn = xnH(IDA, wn) + rn or (w′

n, c
t′
n

12) such that w′
n = gr′

n and
t′n = xnH(ID′

A, w′
n) + r′n for some rn, IDA.

Again, by applying the forking lemma,A∗ can compute gad with non-negligible
probability as in the proof of impersonator resistance. �	
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5 Conclusion

We proposed a model for secret handshake with multiple groups, and constructed
its concrete scheme. Our scheme can easily deal with one’s change of membership.
Even if a member is added to a new group, or deleted from the one that he
belongs to, it is not necessary to change his other memberships.

It might be interesting to consider other extensional variations of secret hand-
shake.
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Abstract. Wireless mesh networks can extend the network service re-
gion by just adding APs. However wireless mesh networks also have the
same security problems as the traditional wireless LAN. Until now, many
methods have been proposed to solve the authentication problem, par-
ticularly for the fast handoff, in the traditional wireless LAN. However,
previous methods are not efficient to the wireless mesh network with
mobile APs because they just considered static APs. In this paper, we
propose a new pre-authentication method for the wireless mesh network
with mobile APs. We adapted the neighbor graph method of previous
schemes for the compatibility. However, our method is suitable to the
wireless mesh network by applying a Du et al’s key distribution. Fur-
thermore, we present a formal analysis about our method by using a
logic based formal analysis method.

1 Introduction

In the wireless mesh networks, access points(AP) are deployed to cover a region
where wireless network services are desired. But unlike the traditional wireless
LAN, APs are not directly connected to the wired networks. They are connected
via wireless links to form a wireless LAN backbone. Moreover, some APs have
a mobility to support dynamic services. These characteristics of connection and
mobility provide a significant deployment advantage. Since by just adding APs,
we can extend the wireless service region.

Open wireless network based on the IEEE 802.1X Std requires a mutual au-
thentication when mobile users, we call them supplicant(STA), want to connect
to the network via nearby AP. The mutual authentication protects an invalid
user’s access and enhances a secure communication between STA and APs. How-
ever, authentication process consumes more time, so that seamless services for
real-time application such as VoIP are sensitive to the authentication process
when they handoff over APs. Actually, authentication among the STA, Authen-
tication Server(AS), and AP in the wireless LAN cost almost 750ms in the best
case and 1200ms in the worst case [1].

Pre-authentication methods for the fast connection association with APs, es-
pecially when STA handoff among APs, have been studied in order to reduce
the handoff latency [13,8,9,11]. For the pre-authentication, the AS predistributes
an authentication context such as Pairwise Master Key(PMK) to the neighbor

J.K. Lee, O. Yi, and M. Yung (Eds.): WISA 2006, LNCS 4298, pp. 349–363, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



350 C. Park et al.

AS

APA

STA

PMK0

APB APC
MAP

PMK0

full Authentication

(a)  Full authentication between STA and AS

AS

APA

STA

PMK0

APB APC
MAP

PMK1
PMK2 PMK

PMK0

(b) Pre-distribute PMK Tree for the fast authentication

AS

APA

STA

APB APCMAP

PMK0
PMK1 PMK2PMK3

(c) MAP move between APA and APB and STA move to next access point (d) Break the reauthentication

APA

STA

APBMAP

PMK0 PMK1

AS

PMK3

PMK1

Fig. 1. The problem of pre-authentication in the mesh network consists of moving APs

APs which a STA may handoff. These PMKs should have different values per
each AP and the roaming STA also should confirm that he has the same secret
value with next connecting AP as he is roaming over the wireless LAN. The
method using the IAPP [7] is efficient when APs are static. But mobile APs
are different from APs in the IAPP [13]. First, the mobile AP does not need
to maintain the neighbor graph for each AP. Second, in IAPP, multiple copies
of pre-authentication context are distributed to neighbor APs, while mobile AP
only forwards one copy of context block to the designated new AP. Third, STA
is unaware of the mobile AP mobility management operations. Mishra et al also
proposed a method for the fast handoff in the wireless LAN [9]. But their scheme
just considered the fixed APs that does not move. Hence, when we apply Mishra
et al’s method to the wireless mesh networks which have mobile APs, we need
some additional conditions. First, if an AP moves from one place to another
place then the tree of PMKs in the Mishra et al’s scheme has to be changed.
It means that AS must change all the PMKs in the PMK tree of the neighbor
graph. If AS does not change the PMKs in the PMK tree, then the STA has to
be re-initiated with full authentication via AS because of breaking of PMK tree
between AP and STA.

Fig.1 shows the problem of previous method in the wireless mesh network
with a mobile AP. For example, (a) Let STA moving from APA to APC first
associated with APA. (b) Then AS has to predistribute the PMKs to next APs,
respectively. (c) At this situation let a mobile AP, called MAP , move to between
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Fig. 2. IEEE 802.1x architecture

the APA and the APB . (d) Then when STA moves to a next MAP, STA will
make a new PMK1 by the PMK chain. But the MAP will has a different value
PMK3 if AS would not redistribute PMK1 to the MAP. Therefore, the STA
and the MAP can not authenticate each other since the STA and the MAP do
not share the authentication information. Hence STA has to re-authenticate with
a full authentication via AS.

The goal of this paper is to design a pre-authentication scheme for fast hand-
off in the wireless mesh network. We improved a previous methods, especially
Mishra et al’s, to apply to the wireless mesh networks. Our scheme also makes
a group of PMKs. However, PMKs in our scheme does not have a chain relation
between two continuous PMKs in the neighbor graph. But roaming STAs are
able to generate the same PMK with current and next connecting APs with-
out the help of AS. For our method, we applied Du et al’s key pre-distribution
method [3] to make PMK and we slightly modified the pre-authentication and
4-way handshakes in the IEEE 802.11i Standard [8]. Furthermore, we present a
formal analysis about our method.

The remainder of this paper is organized as follows. In Section 2, we give some
related works. In Section 3, we describe the details of our protocol. In Section
4, we analyze the security of our protocol. We conclude the paper in Section 5.

2 Related Work

2.1 IEEE 802.11 Authentication Architecture

IEEE 802.1x provides a framework for the authentication and authorization to
the wireless devices connecting to the wireless networks. IEEE 802.1x controls
wireless services through the concept of controlled and uncontrolled ports at
the layer 2 level. IEEE 802.1x consists of three main components: Supplicant,
Authenticator, and Authentication server. Fig.2 shows the IEEE 802.1x archi-
tecture. The IEEE 802.11i standard [8] defines how to control the authentica-
tion for the connection among the three main components in the IEEE 802.11
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Fig. 3. IEEE 802.11i authentication flow

networks. In the IEEE 802.11i, AP acts as a authenticator and the STA plays a
role of supplicant.

The AS and AP mutually authenticates via the RADIUS protocol [12]. The
uncontrolled port in the AP is used to forward the authentication data between
the STA and the AS. After AS has successfully performed the mutual authentica-
tion with the STA, the AS informs an authentication information including PMK
to the AP. Then, AP and STA mutually authenticate each other by EAPOL-key
exchange. At this point, if the key exchange is successful, AP and STA share the
same established key called pairwise temporal key(PTK) and AP allows traffics
from the STA to flow through the controlled port. Fig.3 shows the IEEE 802.11i
protocol for the mutual authentication among the STA, AP, and AS. STA has to
be authenticated by the AS. This protocol consists of four steps: scan, authen-
tication, key generation and data communication. The first step is the STA’s
association to find suitable APs. The STA responds to the AP’s beacon with
an association-request message. For this message, AP also responds with the
association-respond message. Since STA has to find the strongest signal among
the neighbor APs, this step costs the most time in the wireless connection dur-
ing the handoff. In the second step, STA and AS mutually authenticate via the
selected AP. If this step is completed successfully, the STA and the AS can make
a shared authentication context. This step is executed with the EAP protocol
[2]. At the last message of this step, AS transmits the authentication informa-
tion including PMK to the AP. The third step is authentication step between
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the STA and the AP. This step confirm that the AP is the legal device which is
controlled by the AS. After these step, STA and AP share the session key.

2.2 Fast Handoff Using Neighbor Graphs

Recently, Mishra’et al [9] proposed pro-active key distribution using neighbor
graph for the fast handoff. His work reduces the latency of the authentication
phase by pre-distributing key materials ahead of a mobile subscriber’s handoff.
Mishra’et al’s approach provides all of the same properties of a full EAP/TLS
authentication which is in the IEEE 802.11i standard, but at significantly less
cost in terms of latency and computational power of the mobile station.

PMK tree. Mishra et al’s scheme used a tree of PMKs according to a STA’s
roaming. In the current 802.11i framework the PMK is derived from the shared
Master Key(MK) between the STA and AS. But Mishra’et al changed the deriva-
tion of the PMK to the recurrence shown in the equation (1), where n represents
the nth reassociation for n ≥ 0.

For example, let the placement of APs and the corresponding neighbor graph
is like the Fig.4. Then the neighbor APs of APA are APB and APE , and the
neighbor APs of APB are APE , APC , and APD. Consider a STA who first
connected at the APA moves to the APD through the APC . In this situation,
the moving STA needs to handoff to the APB and APC successively and finally
reached to the APD. Therefore the distributed PMKs need to be composed like
the Fig.5.

PMK0 = TLS − PRF (MK, ”clientEAPencryption”|
clientHello.random|serverHello.random)

PMKn = TLS − PRF (MK, PMKn−1|APMAC |
STAMAC) (1)

where APMAC and STAMAC are mac addresses of AP and STA, respectively.
The recurrence shown in equation (1) creates a PMK tree with the reassociation
pattern, Γ (STA), which represents a path within the tree as shown in the Fig.5.
In Fig.5, the reassociation pattern is Γ (STA) = A, B, C, D.

PMK distribution. After STA and AS complete the initial full authentication
via the AP connected by the STA, AS sends an ACCESS-ACCEPT message to
the AP indicating successful completion of the authentication process as we seen
in the Fig.2. At this point AS sends an PMK0 with ACCESS-ACCEPT message.
After that AS determines the neighbors of AP currently associated by the STA
and sends to them a NOTIFY-REQUEST that a specific mobile station may
roam into the coverage area of each of the neighboring APs. Neighbor APs may
decide to request the security association. If a neighbor AP decides to request
the PMK, then the neighbor AP sends a NOTIFY-ACCEPT message to the
AS. If not, the AP sends a NOTIFY-REJECT message to the AS. AS responds



354 C. Park et al.

Fig. 4. Example of the placement of APs and the corresponding neighbor graph

Fig. 5. PMK tree

to the neighbor APs with an ACCESS-ACCEPT message which contains the
appropriate PMK as well as authorization for the user to remain connected to
the network.

2.3 Key Pre-distribution Scheme

Blom proposed a key predistribution scheme that allows any two pairs in the
network to derive a pairwise secret key [3]. Blom’s scheme has the following spe-
cial property: all communication links of non-compromised pairs remain secure
along as no more than h pairs are compromised, which called a h-secure. Du
modified the scheme of Blom in order to make it suitable for sensor networks
[5]. Key generation process of Du’et al is as follows: Let M be a matrix of size
(h+1)×N over finite field GF (q), where N denotes the size of the network and
q(� N) is a large prime number. Matrix M is a public information shared among
the participants. In the key generation phase, Key Distribution Center(KDC)
creates a random symmetric matrix D of size (h + 1) × (h + 1) over GF (q), and
computes an matrix A = (D · M)T , where (D · M)T is the transpose of D · M .
Matrix A must be kept securely. If we let K = A · M , we know that K is a sym-
metric matrix of size N ×N because of the symmetric property of D. We call K
a key space. Fig.6 shows how the pairwise key is generated. Participants i and j
in the networks store A(i) and A(j) rows of matrix A, respectively. When they
need a shared key, they exchange their columns M(i) and M(j) in the matrix M
and compute Kij(= A(i) · M(j)) and Kji(= A(j) · M(i)) by using their private
rows A(i) and A(j), respectively. The keys Kij and Kji become the same value
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Fig. 6. Shared key generation in Blom’s scheme

because matrix K is symmetric. Since M is a public information, its columns
can be transmitted in plaintext.

3 Pre-authentication Using Different Keys

In this section, we describe the notion of our pre-authentication applying to
the wireless mesh networks. Basically, our scheme follows the IEEE 802.1X au-
thentication framework and uses the method of neighbor graph proposed by the
Mishra et al. However, we do not directly distribute PMKs to APs. Instead, the
AS sends a secret data which can make a shared secret key during a 4-way hand-
shake. It has advantages that neighbor APs can not make a shared secret key
like PMK before associating with a STA and PMKs using secret value do not
have any chain relation between each other. Therefore our scheme can protect
PMK from leaking by mobile AP. Hence, our method is more suitable for the
wireless mesh network including mobile APs.

3.1 Key Generation for the Pre-authentication

In our method, we use the Du et al’s key distribution method[5]. At the system
initialization, we assume that AS knows the size of network in the wireless mesh
networks which it has to control. It means that the AS knows the number of
APs. So AS firstly makes a matrix M size of (h+1)×N where N is the number
of APs controlled by the AS and h is a threshold for the h − secure property.
Our pre-authentication is as follows (see Fig.7)

1. STA first mutually authenticates with AS to connect to the network via a
AP using the IEEE 802.1X. After AS successfully completes an initial full
authentication with the STA, AS generates a symmetric matrix D size of
(h+1)× (h+1) over finite field GF (q), and computes a secret key matrix A
like in Sect. 2.3. The matrix A becomes the key space for the STA’s handoff.

2. After making the key space A, the AS sends to the STA a row A(i) of the
matrix A and a column M(i) of the matrix M , and also sends a row A(j)
of the matrix A and a column M(j) of the matrix M to the current AP
associating with the STA where i and j are the identification of STA and
AP, respectively
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STA(i) AP(j)
AS Server

{

{
{
{

Fig. 7. Authentication flow among STA, AP, and AS in our scheme

3. At this point, the AS also sends to neighbor APs, to which the STA may
handoff, of current AP different rows A(k) of the matrix A and columns
M(k) of the matrix M (k �= i, j), respectively.

4. After received the rows and columns, the STA and AP execute a 4-way
handshake to guarantee the shared session key and to generate a temporal
pairwise key.

5. When the STA handoff to a neighbor AP, the STA and the new AP also
execute a new 4-way handshake to synchronize the shared session key and
temporal pairwise key.

3.2 PMK Confirmation on the Wireless Mesh Network

In our scheme, the 4-way handshake follows the IEEE 802.11i Standard except an
additional data exchange such as columns in the matrix M . Our 4-way handshake
is follows:

1. AP → STA: AP sends the first message. It contains a PNonce- a nonce value
generated by the AP and the column M(j)- the column of the matrix M
which is sent previously by the AS. After the STA has received this message,
STA can compute the shared key Kij(= A(i) · M(j)) and temporal pairwise
key, PTK, by the equation 2. The shared key Kij acts a role of PMK in the
IEEE 802.11i Standard

2. STA → AP: The STA sends to the AP a message containing SNonce - a
nonce value generated by the AP, the column M(i) of the matrix M , and
message integrity code(MIC) over the message to protect its integrity. The
AP uses the column M(i) to generate a shared key Kji(= A(j) ·M(i)). This
shared key Kji is of the same value as the key Kij of the STA by the Blom’s
scheme. The AP also uses SNonce and the key Kji to generate the temporal
pairwise key and verifies the MIC



Pre-authentication for Fast Handoff in Wireless Mesh Networks 357

3. AP → STA: The AP sends a response message again. This message includes
the earlier PNonce and MIC check which can be verified by the STA.

4. STA → AP: This message signifies the completion of the 4-way handshake and
signals the installation of the keys by both entities for the data communication

The way to make a temporal pairwise key, PTK, is follows.

PTK = PRF (K, PNonce|SNonce|PMAC|SMAC) (2)

where, PNonce and SNonce are nonces of the AP and the STA, respectively, and
PMAC and SMAC are MAC address of the AP and the STA, respectively. K is
the shared key between STA and AP.

3.3 An Example of Matrix M

We show an example of matrix M that used in Du et al’s work[5]. That matrix
also can be applied to our scheme. In order to achieve the h-secure property,
h + 1 columns of M must be linearly independent. Let s be a primitive element
of GF (q); that is, each nonzero element in GF (q) can be represented by some
power of s. A feasible M can be designed as follows [10]

M =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1 1 1 · · · 1
s s2 s3 · · · sN

s2 (s2)2 (s3)2 · · · (sN )2
...

...
...

. . .
...

sλ (s2)λ (s3)λ · · · (sN )λ

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(3)

Since M is a Vandermonde matrix, it can be shown that any h+1 columns of M
are linearly independent. This matrix M has the nice property that its columns
can be generated by an appropriate power of the primitive elements s. This is,
to store the kth column of M at APk or STA we need only store the seed sk at
the device which can regenerate the column.

4 Analysis of Proposed Protocol

Basically, our method follows the Mishra et al’s method. However, we broke the
chain relation between PMKs in the neighbor APs. So, our method is efficient
in the wireless mesh network with mobile APs in spite of adapting the neighbor
graph in the Mishra’s method. Here, we analyze the computation overhead and
memory usage. Furthermore, we presents a formal security analysis by employing
the logic-based formal analysis approach [4,6].

4.1 Computational Overhead and Memory Usage

In our model, STA(i) and AP(j) have to calculate a shared common key K(i.e,
Kij or Kji) per every handoff of the STA(i). To calculate the shared common key,
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STA(or AP) needs a row A(i)(or A(j)) of matrix A and column M(j)(or M(i)) of
matrix M , respectively. If we use Vandermonde matrix M as we said in Sect 3.3.
the dominating computational cost for the STA and AP is 2h−1 multiplications
where h − 1 comes from the need to regenerate the corresponding column of
matrix M from a seed and other h multiplications come from the product of
A(i) · M(j)(or A(j) · M(i)), respectively . Furthermore, this computation can
be reduced to only h multiplications by using the Horner’s rule for polynomial
evaluation.

For the memory usage, the STA and APs need to carry h + 1 field elements
for an association. Hence, the total memory usage for the STA is h+1, but APs
are k · (h + 1) where k is a sum of STAs connecting to the current AP and STAs
connecting to the neighbor APs (we do not count the seed needed to generate
M(i) since this can be served as the identification of the STA or AP)

4.2 Formal Analysis for Proposed Scheme

Here, we show the formal analysis for the 4-way handshake in our scheme. We
use logic based formal analysis method. For the description, we let STA as S
and AP as P . The initial assumptions of the proposed solution are given as fol-
lows:(see Appendix A for detail notations)

(A1)S � Ns, (A2)S |= �Ns, (A2)S � M(i), (A3)S � A(i),
(A4)S � PMAC, (A5)S � SMAC, (A6)S � PRF ()
(B1)P � Np, (B2)P |= �Np, (B2)P � M(j), (B3)P � A(j),
(B4)P � PMAC, (B5)P � SMAC, (B6)P � PRF ()

where Ns and Np denote nonces of STA and AP, respectively. A(i) and A(j)
are rows of matrix A, M(i) and M(j) denote columns of matrix M . SMAC
and PMAC denote MAC address of STA and AP, respectively. PRF() is a hash
function generating pseudo random values.

Assumption A1 and A2 presume that S believes Ns is fresh and S possess Ns.
Assumption B1 and B2 assume that P also believes Np is fresh and P possess
Np. Assumption A3 and B3 implies that S and P possess secret values to make
a pairwise master key(PMK), respectively. Assumption A4 and A5 denote that
S knows his MAC address and MAC address of AP. Assumption B4 and B5 also
denote that P knows his MAC address and MAC address of STA.

From the message 1 in our 4-way handshake and assumption A3, we derive
the following belief by applying rules P1 and P2 (see Appendix B)

S � {Np, M(j)}
S � {Np, M(j)} (P1) (4)

S � A(i), S � M(j)
S � K = F (A(i), M(j))

(P2) (5)

where F is a matrix multiplication function.
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Applying rules F1 and P2, we obtain,

S |= �Ns

S |= �(Ns, Np)
(F1) (6)

S � Ns, S � Np, S � PMAC, S � SMAC, S � K, S � PRF ()
S � PTK = PRF (K, Np, Ns, PMAC, SMAC)

(P2) (7)

S |= �(Ns, Np)
S |= �PTK

(F1). (8)

From the message 3 and results of equation 7 and 8, we can obtain following
states by invoking P1, F1, and I1

S � {Np, MIC}
S � {Np, MIC} (P1) (9)

S |= �(PTK)
S |= �MIC = H(PTK, Np)

(F1) (10)

where H is a hash function

S � ∗MIC, S � PTK, S |= S ←→PTK P,
S |= φ(MIC), S |= �(MIC, PTK)

S |= P � PTK
(I1). (11)

Hence, STA can successfully infer that the AP has the right shared PTK.
In the same way, AP can get the corresponding belief from the following states.

From the message 2 in our 4-way handshake and assumption B3,

P � {Ns, M(i), MIC}
P � {Ns, M(i), MIC} (P1) (12)

P � A(j), P � M(i)
P � K = F (A(j), M(i))

(P2) (13)

where F is a matrix multiplication function.
Applying rules F1 and P2, we obtain,

P |= �Np

P |= �(Ns, Np)
(F1) (14)

P � Ns, P � Np, P � PMAC, P � SMAC, P � K, P � PRF ()
P � PTK = PRF (K, Np, Ns, PMAC, SMAC)

(P2) (15)

P |= �(Ns, Np)
P |= �PTK

(F1). (16)

From results of equation 15 and 16, we can obtain following states by invoking
F1 and I1

P |= �(PTK)
P |= �MIC = H(PTK, Ns)

(F1) (17)
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where H is a hash function

P � ∗MIC, P � PTK, P |= P ←→PTK S,
P |= φ(MIC), P |= �(MIC, PTK)

P |= S � PTK
(I1). (18)

Hence, AP can also successfully infer that the STA has the right shared PTK.

5 Conclusion

In the paper, we proposed the pre-authentication method for fast handoff in
the wireless mesh network. We broke the chain relation between PMKs in the
neighbor APs in the previous methods. It makes the authentication between the
roaming STA and mobile APs freely. Hence, our method is efficient in the wireless
mesh network with mobile APs. Furthermore, we analyzed the computation
overhead and memory usage. We presented the formal analysis about our method
by using the logic based formal analysis.
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Appendix A: Notation

Here, we describe some notations used in the paper. Refer to [4,6] for a detail
description

Formulae

A formula is a name used to refer to a bit string, which would have a particular
value in a run. Let X and Y range over formulae and K is a key

– (X, Y ): conjunction of two formulae. We treat conjunctions as sets with
properties such as associativity and commutativity.

– XK and X−1
K : conventional encryption and decryption.

– X+K and X−K : public-key encryption and decryption.
– F (X1, · · · , Xn): F is a many to one computationally feasible function.
– H(X): one-way function of X. It is required that given X it is computationally

feasible to compute H(X); given H(X) it is infeasible to compute X .

Statements

We describe some basic statements which reflects some property of a formula.
Let P and Q range over principals. The following are the basic statements

– P |= C : P believes that statement C holds.
– P �X : P sees X or P receives X , possibly after performing some computation

such as decryption.
– P � X : P possess X. At a particular stage of a run, this includes all the

formulae that P has been told, all the formulae he started the session with,
and all the ones he has generated in that run.

– P � ∗X : P sees X or P receives X and P never said X.
– �(X): The formula X is fresh. That is, X has not been used for the same

purpose at any time before the current run of the protocol.
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– P |= φ(X): P believes that formula X is recognizable. That is, P would
recognize X if P has certain expectations about the contents of X before
actually receiving X.

– P | ∼ X : Ponce conveyed formula X. X can be a message itself or some
content computable from such a message.

– C1, C2 : Conjunction.

Appendix B: Logical Postulates

In this section we introduce the logical postulates underlying the reasoning pro-
cess. There are five categories of postulates. We describe some of each category
and present representative postulates. For the complete list of all postulates,
refer to [4,6].

Being-Told Rules

– (T1) P�(X,Y )
P�X

Being told a formula implies being told each of its con-
catenated components

– (T2) P�{X}K ,P�K
P�X

If a principal is told a formula encrypted with a
key he possesses then he is also considered to have been told the decrypted
contents of that formula.

Possessing Rules

– (P1) P�X
P�X

If P sees X or P receives X, P possesses X.

– (P2) P�X,P�Y,P�F ()
P�(X,Y ),P�F (X,Y ) If P possesses each item in a group, then P

possesses the group and the function of the group.

The Freshness Rules

– (F1) P |=�(X)
P |=�(X,Y ),P |=�(F (X)) P believes a formal X is fresh, then he is

believe that any formula of which X is a component is fresh, and a compu-
tationally feasible one-to-one function F of X is fresh.

– (F2) P |=�(X),P�K

P |=�({X}K ),P |=�({X}−1
K )

If P believes a formula X is fresh and pos-

sesses a key, then P believe that the encryption, as well as the decryption,
of X with that key is fresh.

Recognizability Rules

– (R1) P |=φ(X)
P |=φ(X,Y ),P |=φ(F (X)) If P believes a formula X is recognizable,

then he is believe that any formula of which X is a component is recognizable,
and a computationally feasible function F of X is recognizable.

– (R2) P�H(X)
P |=φ(X) If P possesses formula H(X) then he believes that X is

recognizable.
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Message Interpretation Rules

– (I1) P�∗{X}K ,P�K,P |=P←→KQ,P |=φ(X),P |=�(X,K)
P |=Q|∼X,P |=Q|∼{X}K ,P |=Q�K

If for a principal P, all
of the following conditions hold: (1) P receives a formula consisting of X en-
crypted with K and marked with a not-originated -here mark; (2) P possesses
key K; (3) P believes K is a secret key between him and Q; (4) P believes
formula X is recognizable; (5) P believes that K or X are fresh. Then P
believe the following: Q once conveyed X; Q once conveyed the formula X
encrypted with K and Q possesses K.
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Abstract. EAP (Extensible Authentication Protocol) provides authen-
tication for each entity based on IEEE Std 802.1x wireless Local Area
Networks and RADIUS/DIAMETER protocol and uses authentication
certificates, passwords, and dual schemes (e.g., password and token). A
password-based authentication scheme for authorized key exchange is
a widely used user authentication scheme because it is easy to mem-
orize, convenient, and portable. A specific hardware device is also un-
necessary. This paper discusses user authentication via public networks
and proposes the Split Password-based Authenticated Key Exchange
(SPAKE), which is ideal for session key exchange when using secure
encoded telecommunications. A secure EAP authentication framework,
EAP-SPAKE, is also suggested.

1 Introduction

Unlike private wireless LAN for companies, public wireless LAN generally
gives rise to several considerations including Authentication, Authorization,
Accounting (AAA) [RFC3539], access control, and inter-operator roaming. In
particular, security for public wireless media is deemed most important. In 2001,
a workgroup on IEEE Std 802.11 established an 802.1x, port-based network au-
thentication in order to enhance the security of wireless systems. To convey
authentication data between the member users and an authenticated server,
802.1x uses EAP [RFC2284] as standard protocol. Current EAP schemes in-
clude password-based EAP-MD5 (EAP Message Digest 5)[RFC2284], EAP-SRP
(EAP Secure Remote Password)[1], authentication-based EAP-TLS (EAP Trans-
port Layer Security) [RFC2716], password and authentication certificate-based
EAP-TTLS (EAP Tunneled TLS)[2], and EAP-PEAP (EAP Protected EAP).

This paper proposes an ideal EAP-SPAKE scheme for EAP based on the
new Split Password-based, Authenticated Key Exchange (SPAKE). This scheme
enhances the security and efficiency of the existing EAP-SRP scheme.

1.1 Password-Based Authenticated Key Exchange Protocol

Passwords are chiefly used for user authentication on public networks because
they are easy to memorize and convenient. Since they are stored in a per-
son’s short-term memory, however, passwords (tend to) be vulnerable to random

J.K. Lee, O. Yi, and M. Yung (Eds.): WISA 2006, LNCS 4298, pp. 364–380, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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guessing attacks. Specifically, password entropy has low volume considering the
computing competency. At the same time, limited password change patterns in-
crease the chances of exposure to various types of attacks [5-11]. Since the first
published paper titled Bellovin and Merritt EKE (Encrypted Key Exchange)[10]
came out in 1992, grafting passwords into the following modes has improved pass-
word security: DLP (Discrete Logarithm Problem) based Diffie-Hellman (DH),
a combination of password data and public key cryptographic algorithm for
stronger resistance to attacks; RSA; elliptic curve public key algorithm, and;
one-way hash function, a random oracle model. PAK[5], SRP[11], and AuthA[12]
have proposed a verifier file-based protocol that memorizes nonconforming data
between a client and a server. When excluding guessing attacks, however, these
methods, which are linked to a public key cryptographic scheme, are technically
impossible to use when deriving passwords from verifier files. Nonetheless, the
verifier file-based protocol still allows additional dictionary guessing attacks[8]
if a verifier file of the servers matches an adversary. The best solution to this
problem is either to encode a verifier file as a server’s secret key as in AMP[6,7,9]
and EPA[8] or to distribute the server’s verifier file via the threshold secret shar-
ing scheme cited in literature [4,6,13,14]. For AMP and EPA as asymmetrical
models, each client initially has only a password. Using the amplified password
file (mentioned in AMP[6]), the corresponding server is designed securely against
additional dictionary guessing attacks and server impersonation attacks regard-
less of the server’s password file agreement. In particular, TP-AMP (Three Pass
AMP)[9] and EPA meet the security requirements of previously proposed pro-
tocols [5,6,7,11] and have smaller calculation capacity and telecommunications
loads. TP-AMP is an enhanced 3-step protocol with a more complex mecha-
nism than AMP[6,7], which has 4-step telecommunications exchange frequency.
EPA introduces the concept of modified amplified password file to reduce the
telecommunications exchange frequency and exponentiation computing volume.
Designed based on two different cyclic groups, EPA is more efficient in terms
of telecommunications frequency, total exponentiation calculation volume, and
size of data exchanged; still, it has limited applications since two generators are
required. Aside from the case mentioned above, there are other cases involving
the split password process [7,15,16]. In particular, Virtual Software Token Pro-
tocol (VSTP) has been proposed [15]. VSTP derives the RSA algorithm through
multiple servers and proves that a specific type of split password scheme is vul-
nerable to the so-called split online attacks. As cited in literature [15], VSTP
is basically configured with a one-to-one relationship between the client’s split
passwords π = π1‖ · · · ‖πm and verifier file vi of every server Si (i = 1, · · · , m)
of such passwords and processed while performing protocol. On the other hand,
a solution was proposed for the problem of password guessing attacks that may
result from roaming users using different terminals and gaining access to creden-
tial servers via simple password authentication [16]. Overridingly, this protocol
involves multiple servers Si (i = 1, · · · , m) generating a unique fixed password
Ri for every server from password π in cooperation with clients. Later, however,
a security feature has prevented all servers from deriving all Ri and password
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π. The client first generates strong secret data Ki = KDF (R1, · · · , Rm, i) using
Ri and subsequently obtains authentication from servers Si through this gen-
erated value. Here, KDF denotes a key derivation function. According to one
study [15], parallel independent protocol is processed with each server using
the split passwords of users. Another study [16] performed authentication using
Ki =KDF (R1, · · · , Rm, i) derived by each server from its stored related data Ri.

1.2 Proposed SPAKE

The aim of designing a password-based authentication key exchange protocol
lies in designing SPAKE (see Chapter 3), a new protocol that satisfies the re-
quirements for password-based key exchange scheme design proposed by Bellare
and Rogaway in AuthA[12]. The following features should be included:

(1) The key agreement structure is configured based on the DH key agreement,
and security, designed based on DLP.

(2) Configure in a verifier file-based authentication structure (i.e., asymmetrical
model) and design powerfully against server file agreement driven server im-
personation attacks and off-line dictionary guessing attacks. Therefore, store
server files through encryption as in AMP[6]. According to literature [6], if
encrypted keys stored in a secure storage device (e.g., smart cards) are con-
trolled by a low-performing device, a computing bottleneck may occur. In
contrast, a mismatched server encryption keys will be the most secure struc-
ture for verifier file storage. AMP[6,7,9] and EPA[8] are the most common
encryption schemes of server files. Since the scheme proposed in this paper
has such security structure, it can be considered similar to AMP and EPA.
Note, however, that the protocol proposed in this paper is configured with
split passwords.

(3) Split passwords in order to enhance the randomness of the password veri-
fier file, and then design each password in the amplification structure (see
[7,15,16] for details on splitting passwords and [6-9] for the amplification
concept). The amplification of split password files signifies more information
to be analyzed for attackers, not the increase in password entropy.

1.3 EAP-SPAKE: SPAKE Applied EAP Authentication

EAP-MD5 and EAP-SRP are the typical password authentication based EAP
schemes. As an amplified EAP authentication scheme of SPAKE as discussed in
Section 1.2, EAP-SPAKE (see Chapter 4) has the following features:

(1) The authentication protocol adopts (uses) the password-based authentica-
tion scheme SPAKE. SPAKE satisfies the security requirements presented
in literature [5-11]. Moreover, it is more efficient than SRP in terms of arith-
metic operations including message exchange, exponent value, and random
numbers. Therefore, EAP-SPAKE enables a more effective implementation
compared to the SRP based EAP-SRP.
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(2) The EAP-SPAKE packet format basically conforms to that of EAP-SRP.
Since there is a difference in SRP and SPAKE authentication schemes, dif-
ferent formats are applied for the subtype and subtype-data fields (further
details will not be discussed).

(3) EAP-SPAKE offers the relatively strongest resistance to known attacks since
it stores the server’s verifier file upon encryption. On the other hand, EAP-
MD5 is vulnerable even to simple off-line dictionary attacks. Similarly, EAP-
SRP is susceptible to additional dictionary attacks driven by server file
agreement.

1.4 Organization of This Paper

The rest of this paper is organized as follows: Chapter 2 discusses the overview
of 802.1x and EAP authentication scheme; Chapter 3 discusses the proposed
password-based authentication and key exchange protocol SPAKE and analyzes
its security and efficiency; Chapter 4 proposes EAP-SPAKE, a new wireless Local
Area Network authentication scheme based on SPAKE, and reviews its security
and arithmetic operation volume; finally, Chapter 5 presents conclusions.

2 IEEE Std 802.1x-Based Wireless Telecommunications
and EAP

2.1 IEEE Std 802.1x-Based Wireless Telecommunications

IEEE Std 802.1x is a standard that defines the method of randomly generat-
ing the necessary master session keys for a wireless LAN member-user’s mutual
authentication scheme and wireless access block security. It deals mainly with
authentication data exchange via EAP between wireless clients and authenti-
cation servers. 802.1x aims at individually controlling network access including
user’s individual excess-charge policies, limited use, and broadband allocation
by carrying out an authentication process. 802.1x standard-conforming system
components include a client functioning as a supplicant, a bridge or Access Point
(AP) functioning as an authenticator, and an Authentication Server (AS), which
is usually a RADIUS[RFC2865]/DIAMETER[RFC3588] authentication server,
connected to the authenticator. EAP is basically used as the authentication
protocol between the supplicant and the authentication server. For the LAN
section, the EAP packet is encapsulated as EAPoL (EAP over LAN) protocol
and conveyed to AP, which in turn conveys the EAP of this EAPoL frame to
the authentication server.

2.2 Operation of 802.1x Protocol

802.1x protocol sends the EAPoL-Start message to AP when a client (supplicant)
initially attempts to gain access. If it receives the EAPoL-Start message, AP re-
quests for the user ID (identity) from the client as required for user authentica-
tion. The ID data received from the client is then embedded with the AAA EAP
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attributed message and conveyed to an authentication server. If AP ultimately
receives an authentication access accept or failure message from the authentica-
tion server, the authentication process is terminated. Here, the master session key
generated during the authentication process is contained in the Access-Accept
message and conveyed to AP, which then synchronizes the start point of key
use by performing key exchange with the supplicant using the EAPoL Key mes-
sage and finally informs the suppliant that wireless LAN access using 802.1x is
accepted by sending encoded synchronized keys via the EAP-Success message.

2.3 IEEE Std 802.1x-Based Wireless Telecommunications

Depending on the EAP, 802.1x implemented methods are classified into EAP-
TLS, EAP-TTLS, EAP-SRP, and EAP-MD5. This section discusses these meth-
ods and compares their strengths and weaknesses. Table 1 compares the features
of these methods.

(1) The EAP-TLS 802.1x protocol is the most typical authentication certificate-
based method, supporting mutual authentication that generates session keys
between the wireless client and the authentication server. One advantage
of using EAP-TLS is the use of an authentication certificate as a method
of identifying the ultimate user’s ID. When installing large scale WLAN,
however, a complex authentication control system is required.

(2) As a typical password-based combination method such as EAP-TLS and
CHAP (Challenge Handshake Authentication Protocol) [RFC1994] or OTP
(One time Password) [RFC2284], the EAP-TTLS method uses passwords for
wireless clients instead of authentication certificates. Since they are neces-
sary at the TTLS server only, fewer authentication certificates are required.
At the same time, management can be simplified. The TLS tunnel is first
generated between a wireless client and an authentication server. A wireless
client then authenticates the connected networks through the authentication
of the certificate granted by TTLS. Once the authenticated tunnel is gener-
ated, the authentication of the ultimate user is carried out, and the existing
RADIUS/DIAMETER server-linked operation, enabled.

(3) Thomas Wu proposed a verifier file-based SRP[11] protocol. As a key distri-
bution protocol of an asymmetrical (verifier file-based) mechanism, SRP is
secure against partition attacks and characterized by a shield that wards off
limited subgroup attacks. SRP uses an attempt-response method in order

Table 1. Comparison of the EAP Authentication Methods

TLS TTLS SRP MD5
Certificate Client Necessary Unnecessary Unnecessary Unnecessary
Request Server Necessary Necessary Unnecessary Unnecessary

WEP key management Yes Yes Yes No
Authentication attribute Two-way Two-way Two-way One-way
Relative security level Top Medium Medium Low
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to verify whether an authentication server is cognizant of the verifier file
and a client is aware of the password. On the other hand, as a password-
based authentication key exchange that provides mutual authentication and
forward secrecy, EAP-SRP performs entity authentication and session key
generation simultaneously. Since it stores only the user’s password verifier
file instead of the authentication certificate, the EAP-SRP authentication
server can prevent performance slowdown due to authentication certificate
management, although several arithmetic operations by the supplicant are
required.

(4) The EAP-MD5 method uses password-based network authentication and
enhances management convenience by controlling only the authentication
server’s user name and password data. In wireless LAN, however, it is more
vulnerable compared to other EAP methods because it does not generate
encrypted keys.

3 Proposed SPAKE Protocol and Security / Efficiency
Analysis

This chapter proposes a password-based authentication between two participants
and an authenticated DH key exchange protocol. The proposed protocol is resis-
tant to passive eavesdroppers and active attackers and enables forward secrecy
[19]. Prior to discussing the proposed protocol, however, several common system
parameters will be defined first.

- p and q are large decimal fractions that satisfy q | p . Primitive root g with
order q is one element of GF(p) making a limited cyclic subgroup G = 〈g〉.
System parameters p, q, and g are open to all participants.

- Suppose f :{0, 1}∗→{0, 1}k̄/{0}k̄ is a collision-resistant one-way hash func-
tion operating like a random Oracle. Therefore, k̄ < log2 q and q <p. Based
on the content presented in literature [6, 18], the following is set for several
output types of hash functions: h1(x) = f(00‖x‖00), h2(x) = f(01‖x‖01),
h3(x) = f(01‖x‖10), h4(x) = f(10‖x‖10).

- IC denotes the client’s ID, and IS , the server’s ID (identity).
- a−1 mod m indicates a’s multiplicative inverse for modulus m. ∈R suggests

that it randomly generates the elements of the left side from a set on the
right side. Symbol .= denotes whether the left and right data are identical.

3.1 Proposed SPAKE Protocol

The basic idea of the SPAKE protocol lies in minimizing password guessing by
splitting a password and binding each split password knowledge with random,
high-entropy data using public key encryption and hash function. By encoding
the password verifier file (e.g., (e, τ) in Figure 1) maintained by a server as
in previous studies [6-9], it is stored securely even if the server’s verifier file is
compromised by a hacker’s attack.
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Client C Server S Secure Storage device
(IC , IS, π) (IC , IS, e, τ ) (secret key s)

v1 = h1(IC‖IS‖π1‖‘1’)...
vm = h1(IC‖IS‖πm‖‘m’)
x ∈R Z

∗
q

t1 ≡ gx(
∏m

j=�+1 vj) mod p t1, IC−−−−−−−−−−→
Finding (e, τ ) corresponding to IC

y ∈R Z
∗
q

t2 ≡ (t1)
yesy mod p

kmS ≡ t2 τy mod p
t2, AuthS AuthS ≡ h2(IC ‖ IS ‖ t1 ‖ t2 ‖ kmS)
←−−−−−−−−−−

w ≡ (x −
∏�

i=1 vi)
−1x mod q

kmC ≡ (t2)
w mod p

AuthS
.
= h2(IC ‖ IS ‖ t1 ‖ t2 ‖ kmC)

AuthC = h3(IC ‖ IS ‖ t1 ‖ t2 ‖ kmC) AuthC−−−−−−−−−−→
AuthC

.
= h3(IC ‖ IS ‖ t1 ‖ t2 ‖ kmS)

KC = h4(IC ‖ IS ‖ t1 ‖ t2 ‖ kmC) KS = h4(IC ‖ IS ‖ t1 ‖ t2 ‖ kmS)

Fig. 1. Proposed SPAKE

The proposed SPAKE protocol is implemented via 3-pass communication ex-
change as shown in Figure 1. After splitting its own password π into π1‖ · · · ‖πm,
a client calculates vk = h1(IC‖IS‖ πk‖ k) for each split password value. Here, k
denotes only the inherent numbers of the split passwords and k = 1, · · · , m. As
the resulting verifier file, the server calculates e ≡ (g

∏ �
i=1 vi

∏m
j=�+1 v−1

j )s−1
and

τ ≡ g
∏�

i=1 vi mod p, and then stores the calculation result prior to protocol per-
formance. Where, 1 < � < m; suppose � and m are defined by two participants
in advance. s (∈ Z

∗
q) is the server’s secret key encoding the verifier file, storing

in storage media with high security in order to prevent divulgement as cited
in literature [6]. One example is sharing among servers using a smart card or
a secret sharing scheme. The round bracket on top in Figure 1 represents each
participant’s common knowledge. If the protocol accurately performs three types
of information stored in security storage media, i.e., password π, its verifier file
(e, τ), secret key s, and session values (key materials) kmC and kmS become
gxy as per the Diffie-Hellman key agreement scheme.

To provide mutual authentication and mutual key confirmation, each partici-
pating entity should perform AuthC calculation in a client and AuthS calculation
in a server. Ultimately, the agreed upon session key (KC = KS) is generated if
both participants pass the mutual key confirmation test.
The Proposed SPAKE has the six following features:

- Client C should register its verifier file (e, τ) for server S in advance before
performing the SPAKE protocol as shown in Figure 1. As a simple way of
doing this, a public key encryption system (e.g., DH key exchange or PKI)
may be used. For the purpose of convenience, further details will be skipped.
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- The calculation of AuthC and AuthS is inserted to offer key confirmation
including zero knowledge proof. Otherwise, key authentication [19] through
key confirmation cannot be provided. In addition to the proposal discussed in
Chapter 1, various provable protocols of other proposed protocols have been
offered to date. Common protocols include EKE2[18], AuthA[12], PAK[5],
and AMP[6,7]. On the other hand, the proposed protocol provides provable
access. Although derived from several previous protocols, AuthA proposes a
highly provable method [6]. Accordingly, this paper provides key authenti-
cation by inserting a key confirmation method proposed in AuthA into the
SPAKE method.

- AuthS is calculated to enable a client to prove (proof for authentication and
key confirmation) whether a server recognizes an accurate password verifier
file (e, τ) and precisely calculates session value kmS ≡ gxy mod p. On the
other hand, AuthC is calculated to enable a server to prove whether a client
knows the most accurate password π and accurately calculates session value
kmC ≡ gxy mod p. The calculation and review of AuthC and AuthS offer
provable security against presently known attacks (to be discussed in Section
3.2).

- In a protocol, a server should forcefully terminate the protocol session if t1
is denoted as e−s and request for another attempt with values other than
t1 = e−s. This is because a server’s kmS becomes τy, and a client’s kmC , 1
(i.e., kmC �= kmS). This type of case can occur in AMP and PAK.

- A passive eavesdropper cannot obtain any information in a protocol (de-
tails to be discussed in Section 3.2. Security Analysis). If an active attacker
obtains agreement with only (e, τ) but not with the server’s secret key s,
the process of deriving password π from such information becomes identical
with the DLP solution. If a strongly active attacker obtains agreement even
with a server’s secret key s, however, password π may be exposed via off-line
dictionary attacks.

- In addition, there are cases wherein a password is split as shown in Figure
1 (SPAKE Protocol). If some of the split passwords are exposed, guess-
ing attacks on the entire password may occur. For instance, any active
attacker who knows partial data

∏m
j=�+1 v−1

j exchanges a message with a

server and attempts guessing attacks on other partial data
∏�

i=1 vi. Such
problem is pointed out in detail in literature [15]. Therefore, as prerequisites
to the protocol shown in Figure 1, no information for split password values
(π1, · · · , πm) and (v1, · · · , vm) should be exposed, and x and y should be
randomly selected from groups with identical event probability in order to
ensure indistinguishability for every session exchange information.

Ultimately, if two participants undergo mutual authentication and mutual key
confirmation, an agreed upon session key (KC = KS) is generated.

3.2 Security Analysis and Efficiency of SPAKE Protocol

This section discusses the features of SPAKE, security analysis and analyzes its
efficiency.
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(1) Splitting of password
A password is split to expand the guessing possibilities of a password verifier
file and enhance its randomness. The performance of authentication protocol by
splitting a password also increases the calculation volume of the resulting verifier
file guessing on the part of the attacker. This means that the attacker should
analyze more data. Note, however, that more pieces of a split password mean
more volume to be calculated by a client.

Previous studies [15] and [16] have proposed the split password method dis-
cussed in Chapter 1. The difference between SPAKE and the split password
method cited in literature [15, 16] fundamentally lies in the presence of single
or multiple servers. The method proposed in literature [15] is implemented in
parallel during protocol performance, since there is a one-to-one relationship
between a client’s split password values π1‖ · · · ‖πm and verifier file vi of each
server Si (i = 1, · · · , m) for the split password. On the other hand, for the SPAKE
method proposed in this paper, a one-to-one relationship between a client and a
server is always maintained regardless of the number of pieces of the split pass-
word. Moreover, the split password method cited in literature [15,16] may be
exposed to server impersonation via server file agreement and off-line password
guessing attacks because a server simply stores a verifier file. In contrast, the
SPAKE method boasts of strong resistance to server impersonation attacks and
additional dictionary attacks by encrypting a verifier file as server secret key s.

(2) Security from passive eavesdroppers
No information on session values is exposed while the proposed protocol is be-
ing performed. This demonstrates that security from passive eavesdropping is
based on DLP. Here, the passive eavesdropper is defined as an attacker who
can tap into messages exchanged between participants and attempts to derive
their common session key. Nonetheless, suppose the passive eavesdropper can-
not change, delete, or add (insert) arbitrary messages. Prior to discussion, let
kmC = kmS = gxy and indicated as km for the purpose of convenience.

During the process of session value exchange using the proposed method, an
eavesdropper who knows the system parameters (p, q, g), server-client exchange
data t1 = gx(

∏m
j=�+1 vj) and t2 = (t1)yesy will still have difficulty determining

session values gxy as in solving DLP. To demonstrate, the following Adversary
algorithm is defined [20,21];

- AdvΛ( ): As polynomial-time algorithm Λ, this algorithm calculates session
value km = gxy by using exchange data exposed in the course of performing
protocol as input values such as common parameters t1 and t2.

- AdvDLP ( ): Used for calculating DLP, this algorithm seeks to determine
logga ∈ Z

∗
q using common parameters and a ∈ Z

∗
p as input values, i.e.,

AdvDLP (p, q, g, a) = logga mod q.
- AdvDHP ( ): As an algorithm for calculating DHP (Diffie-Hellman Problem),

this algorithm is used to determine aloggb (mod q) ∈ Z
∗
p by inputting a common

parameter and a, b ∈ Z
∗
p, i.e., AdvDHP (p, q, g, a, b) = aloggb mod p.
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- AdvDHDP ( ): When the Diffie-Hellman Decision Problem (DHDP)[21] is
given with ga′

, gb′
, gc′∈Z

∗
p for input, the problem involves determining whether

c′ ≡ a′b′ mod q. If c′ �≡ a′b′, then it can be considered c′ ≡ a′b′ mod q. Like-
wise, in given uniform probability distribution Gp = 〈g〉, the distribution of
gz (here, z∈Zq) becomes statistically indistinguishable; ditto for the distri-
bution of input values (ga′

, gb′
, gc′

) given uniform probability distribution G
3
p.

DLP, DHP, and DHDP all have equivalent calculations. In other words, if the
solution of DLP has insignificant probability, so will DHP and DHDP [20]. The
given algorithm is performed based on the following procedure:

- Since a hash function is defined as f : {0, 1}∗ → {0, 1}k̄/{0}k̄ (where, k̄ <

log2 q and q < p) as described in Section 3.1,
∏�

i=1 vi may be presupposed
as

∏�
i=1 vi : {0, 1}k̄ ∈ Z

∗
q and

∏m
j=�+1 vj , as

∏m
j=�+1 vj : {0, 1}k̄ ∈ Z

∗
p. Con-

sequently, t1 can be set as t1 ≡ gx(
∏m

j=�+1 vj) ≡ gx+z1 mod p and t2 as

t2 ≡ gy(x−∏�
i=1 vi) ≡ gyz2 mod p. Where, 1<�<m and z1, z1 ∈ Z

∗
q .

- By definition, AdvΛ(p, q, g, gx+z1, gyz2) = gxy can be calculated within a
polynomial time.

- Let a′ = x+z1, b′ = yz2 and c′ = a′b′z−1
2 −yz1 = xy; if an AdvΛ( ) algorithm

as described above is satisfied, then AdvDHDP (p, q, g, ga′
, gb′

, gc′
) = �true�.

In other words, satisfying a DHDP algorithm means that {x, y, z1, z2 ←
Z
∗
q : (ga′

, gb′
, gc′

)} may be distinguished (i.e., calculated). Accordingly, in this
case, the DLP algorithm AdvDLP (p, q, g, gx+z1) = x + z1 is output, followed
by AdvDLP (p, q, g, gyz2) = yz2. Therefore, an eavesdropper who uses the
algorithm defined above and accurately performs the given procedure can
obtain session value km = gxy.

As a result, if the given AdvΛ( ) is possible, then AdvDHDP ( ) can exist. Like-
wise, if given AdvDHDP ( ) is possible, then AdvDLP ( ) can exist. Accordingly, in
the proposed protocol, finding session value km is similar to the probability of
calculating AdvDLP ( ) and solving DLP.

(3) Strongly resistant to positive man-in-the-middle attack and replay attack
A positive man-in-the-middle attacker impersonates (disguises) both entities le-
gitimately. On the other hand, by existing between a client and a server, a
positive man-in-the-middle attacker snatches away the messages of the two par-
ticipants, and then generates a different session value between the attacker and
the server. This attack is similar to impersonation attacks. In the proposed
SPAKE protocol, however, an attacker who does not know the password cannot
consummate the attack despite using all dialogues within the protocol because
it cannot pass the AuthS

.= h2( ) and AuthC
.= h2( ) tests.

A Replay Attack (RA) involves an attacker who regenerates the old session
key already generated by a normal client by re-sending messages (i.e., t1)[19].
Since all telecommunications messages are presupposed to be generated ran-
domly in every session given a consistent probability distribution, however,
the success probability of this attack is insignificant. In other words, when a
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client and a server generate x ∈R Z
∗
q and y ∈R Z

∗
q in every key agreement

session protocol, and if their chosen probabilities each have consistent probabil-
ity distribution 1/φ(q), the success probability of the attacker becomes roughly
Pr[AdvRA( ) ≤ 1/φ(q)]. Where, AdvRA( ) refers to the algorithm performing RA,
and φ( ) is Euler’s phi-function.

(4) Provision of forward secrecy
If a long-term secret value (password) agreement does not necessarily mean the
agreement of old session value km, the protocol satisfies the forward secrecy re-
quirement [19]. Even if a password is presupposed to be given, an attacker can ob-
tain only t1 ≡

∏�
i=1 vi mod p and t2 ≡

∏m
j=�+1 vj mod q. In other words, obtaining

session value km in t1 and t2 means that AdvΛ(p, q, g, t1, t2) = gxy exists; this is
also tantamount to the existence of AdvDLP (p, q, g, t1) and AdvDLP (p, q, g, t2).
Accordingly, forward secrecy is compromised to the extent that polynomial time
algorithm Λ is solved.

(5) Resistant to off-line dictionary guessing attacks [19]
Resistance means that off-line dictionary attacks using data exposed during
protocol performance are impossible. Since a dictionary attack against a pass-
word occurs only after DLP is solved for t1 and t2, its probability is similar to
Pr[AdvDLP ( )] [6]. The proposed protocol is also resistant to off-line dictionary
attacks via server file agreement. In other words, an attacker cannot obtain infor-
mation from an agreed upon file because the proposed protocol stores a verifier
file by encrypting it as a server’s secret key in AMP[6,7,9] and EPA[8].

(6) Impossibility of a Denning-Sacco (DS) attack [22]
In this form of attack, a password can be broken when the old session key
is known. Using the method proposed in this paper, however, the password
is not exposed even if the public key is known; neither can an attacker dis-
guise as a participant. Even if an attacker can solve (t1, t2, km), it is impos-
sible to solve a password π and a verifier file (e, τ) from this data. Moreover,
e ≡ (g

∏ �
i=1 vi

∏m
j=�+1 v−1

j )s−1
mod p is encrypted as a server’s secret key s;

thus making it more difficult to solve. In order to break a password, an attacker
should be able to distinguish {(x, y, v1 ← Z

∗
q), (v2 ← Z

∗
p)} from {t1, t2, km}, and

DLP should be solved. Therefore, if an algorithm performing DS attacks is pre-
supposed as AdvDS( ), the success probability of a DS attack in the proposed
protocol is similar to Pr[AdvDS( p, q, g, t1, t2, km)] ∼=Pr[AdvDLP ( )]. This value
is negligible as mentioned in previous studies [16].

(7) Efficiency analysis
For efficient comparison, other protocols submitted to IEEE Std P1363.2, e.g.,
B-SPEKE, SRP, AMP, and SPAKE, will be used. Table 2 compares the mes-
sage change frequency, exponent value frequency, and size of message exchanged
based on data provided to AMP[6] and EPA[8]. For the efficient operation of the
exponent value, simultaneous multiple exponentiation[3] is taken. When using
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this method, ge1
1 and ge2

2 need not be calculated in order to derive ge1
1 ge2

2 . More-
over, ge1

1 ge2
2 and ge1

1 ge2
2 ge3

3 require 20% and 40% more multiplication operations
on the average, respectively, than ge1

1 or ge2
2 [6,8], serving as the basis for the

operation in Table 2. |p| and |q| are summed bit lengths using methods p and q,
respectively. k̄ is the output bit length of a hash function.

Table 2. Comparison of message exchange frequency, exponent value frequency, and
size of message exchange (∗ DGA : Dictionary Guessing Attacks)

Message Frequency of Size of Resistant to Splitting Number
Exchange Exponent Value Message Additional of of

Client Server Total Exchanged DGA∗ [8] Password Generators

B-SPEKE 4 3 4 7 3|p| + 2k̄ Vulnerable No 1

SRP 4 3 3 6 2|p| + 2k̄ + |q| Vulnerable No 1

AMP 4 2 2.4 4.4 2|p| + 2k̄ Strong No 1

EPA 3 2.2 2 4.2 2|p| + 2k̄ Strong No 2

SPAKE 3 2 2.4 4.4 2|p| + 2k̄ Strong Yes 1

As a 3-pass protocol, EPA uses two generators; hence its relatively small
exponent value. It is also considered a more efficient method than other proposed
methods in terms of message exchange frequency, exponent value frequency, and
size of message exchanged. Note, however, that its use of two generators enables
only limited application.

For the additional dictionary guessing attacks cited in literature [8], a server’s
verifier file agreed upon by an adversary implies that even a verifier file-based
protocol is exposed to guessing attacks. On the other hand, SPAKE stores a
verifier file in secure storage media; thus avoiding such attacks. When using
the SPAKE method, a client should first split password π into π1‖ · · · ‖πm, and
then calculate vk = h1(IC‖IS‖ πk‖ k) for each split value of the password (where,
k = 1, · · · , m). Such arithmetic operation can increase a client’s calculation load.
Accordingly, m = 2 is efficient for practical operation. In this case, the proposed
SPAKE boasts of operational efficiency that is generally equivalent to AMP
while it has a 3-pass feature.

4 SPAKE Based Wireless LAN EAP-SPAKE Scheme

This chapter proposes a new authentication method that applies the SPAKE
protocol discussed in Chapter 2 to EAP. Figure 2 shows the details, particularly
the 802.1x message conveyance process for wireless LAN access and the SPAKE
based mutual authentication process. The proposed EAP-SPAKE scheme per-
forms EAP mutual authentication using SPAKE discussed in Section 3.1.
SPAKE satisfies the security requirements cited in literature [5-11] and boasts
of higher efficiency than SRP[11][RFC2945] in terms of arithmetical operations
including message exchange, exponent value, and random number generation.
Thus, EAP-SPAKE performs more effectively than EAP-SRP[1] using SRP.
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(STA) 
wireless STAtion

  (AP)
    Access Point

(AS) 
Authentication Server

EAPoL-Start

EAP-Request Identity

EAP-Response Identity ( )

Access-Request / EAP-Response Identity ( )

Access-Challenge / EAP-Request
(SPAKE Generator Modulus Order)

EAP-Request
(SPAKE Generator Modulus Order)

EAP-Response(SPAKE )

Access-Request / EAP-Response(SPAKE )

Access-Challenge / EAP-Request
(SPAKE )

EAP-Request(SPAKE )

EAP-Response(SPAKE )

Access-Request / EAP-Response(SPAKE )

Accept / EAP-Success

EAP-Success

Fig. 2. EAP-SPAKE based Authentication Process

4.1 EAP-SPAKE Packet Scheme and Features

The EAP-SPAKE packet scheme conforms to the EAP-SRP[1] packet scheme.
The code field indicates the request or response, whereas the identifier field
indicates the identification number of each request/response value. Here, a set
of request/response only has an identical identification number. In the length
field, the EAP-SPAKE packet lengths of all fields are recorded. In the type field,
however, an intrinsic number signifying the use of EAP-SPAKE is inputted.
The subtype field indicates a separately defined field form according to each
request/response message content. The ensuing (consequent) data is contained
in Subtype-Data. Figure 3 shows the entire packet scheme.

Code Identifier Length
Type Subtype Subtype Data

Fig. 3. EAP-SPAKE Packet Scheme

Since EAP Identity Request/Response is recommended for use in [RFC2284],
AS sends challenge packets only after obtaining an STA identity. Here, AS can
be considered RADIUS or DIAMETER authentication server.

After receiving an EAP-Response Identity (IC) from STA, AS searches for a
verifier file (e, τ) corresponding to IC , prime modulus p, generator g, and order
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q. The verifier file (e, τ) refers to data required for the performance of the SPAKE
protocol. AS should provide (p, q, g) to STA users who remember only the Iden-
tity and password, such as EAP-Request(SPAKE IS‖ Generator ‖ Modulus ‖ Order)
shown in Figure 2.

As a response to EAP-Request(SPAKE IS‖ Generator ‖ Modulus ‖ Order), EAP-
Response(SPAKE t1) is a loaded consequence of calculating t1 ≡ gx(

∏m
i=�+1)

mod p for randomly chosen x∈R Z
∗
q . In SPAKE discussed in Section 3, t1 and

IC are supposed to be conveyed simultaneously; in the EAP-Response Identity
(IC) shown in Figure 2, the conveyance of IC is omitted because IC has been
conveyed first. After receiving EAP-Response(SPAKE t1) and calculating y∈R Z

∗
q ,

t2 ≡ (t1)yesy mod p, kmS ≡ t2τ
y mod p and AuthS in sequence, AS sends EAP-

Request(SPAKE t2 ‖ AuthS). STA first calculates w ≡ (x −
∏�

i=1 vi)−1x mod q
and kmC ≡ (t2)w mod p in order to send the corresponding response EAP-
Response(SPAKE AuthC) before verifying AuthS . On the other hand, after re-
ceiving EAP-Response(SPAKE AuthC) from STA and examining AuthC , AS sends
EAP-Success to STA if it is accurate. Through these sequences, STA and AS com-
plete mutual authentication, with the agreed upon key ultimately (KC = KS)
obtained.

4.2 Security Features and Operational Volume Review

Password-based EAP authentication methods include EAP-MD5[RFC2284] and
EAP-SRP[1]. From the perspective of password-based user authentication, EAP-
MD5 has evaluative equivalence (symmetrical scheme model). AS and STA mu-
tually remember an identical password π. In contrast, EAP-SRP is a verifier file
based asymmetrical model; STA remembers only the password, whereas AS only
has a corresponding verifier file (e.g., salt, v=gf(salt, π)) that can verify π. Table
3 compares the features of the proposed method and these methods.

(1) Identity protection: If a member user receives an ID request from AP,
f(ID, gβ) is sent instead of the ID to block it from passive attackers. Here,
gβ is a public key for AS’s static secret key β. EAP-MD5 and EAP-SRP
as well as the proposed EAP-SPAKE use all password-based authentication
methods; thus, this feature is not supported.

(2) Session key generation and key confirmation: In EAP-SRP and EAP-SPAKE,
entities generate session keys from random numbers and ensure key random-
ness and freshness; hence its strong resistance to replay attack. In addition,
both sides mutually offer key confirmation for the session keys generated such
as EAP-SPAKE’s AuthC and AuthS . Both use the authenticated DH key ex-
change method; hence their strong resistance to man-in-the-middle attacks.

(3) When comparing the calculated volumes, the frequency of the exponent value
consuming most of the performance time should be considered. As mentioned
earlier, when using simultaneous multiple exponentiation [3], multiplication
for ge1

1 ge2
2 increases at an average of 20% compared to ge1

1 or ge2
2 [8]. The

calculation volume of the exponent value in Table 2 uses this sum. The
proposed method has a relatively minimum value compared to EAP-SRP.
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Table 3. Features of Individual Password-based EAP Authentication Methods

EAP-MD5 EAP-SRP Proposed EAP-SPAKE
Identity Security Unsupported Unsupported Unsupported

Password
Symmetrical model Asymmetrical model Asymmetrical model

authentication model
STA′s knowledge Password and STA ID Password and STA ID Password and STA ID

Password, Verifier-file, Verifier-file, secret key,
AS′s knowledge

STA and AS ID STA and AS ID STA and AS ID
Random Oracle model Random Oracle model

Cryptographic model Random Oracle model
and DLP and DLP

Provision of two-way No (server authenti-
Yes Yes

authentication cation not provided)
Session key generation

No Yes Yes
and key confirmation

EAP Request/Response 3 times 5 times 4 times
message communication (excluding EAPoL-Start and including EAP-Success)

Server None 3 times 2.4 times
Exponentiation

Client None 3 times 2 times
Generation of Server Once Once Once

random number Client None Once Once
Resistance to dictionary Vulnerable to additional Strong to additional

Vulnerable
attacks dictionary attacks dictionary attacks

Forward secrecy Yes Yes Yes

(4) Off-line dictionary attacks: As discussed in Section 3.2, SPAKE stores a veri-
fier file upon encryption; thus offering the strongest resistance to such attacks.
While EAP-MD5 is vulnerable even to mere off-line dictionary attacks, EAP-
SRP is susceptible to additional dictionary attacks via server file agreement.

(5) Forward secrecy: If the agreement of long-term secret values (password, ID,
AS’s verifier file) is not tantamount to that of the old session value, the
protocol is said to satisfy the forward secrecy requirement [19]. Since the
entities in EAP-SRP and EAP-SPAKE generate session keys originating
from disposable random numbers, there is no probability of deriving session
values from secret values if q= |Z∗

p| is considerably large.
(6) ExistingEAPauthenticationmethod and feature comparison:EAP[RFC2284]

authentication methods include EAP-TLS[RFC2716], EAP-TTLS[2], EAP-
MD5 [RFC2284], PEAP, and EAP-SRP[1]. When using the EAP-TLS
method, a user and an authentication server carry out mutual authentication
using certificates and generate random keys for distribution. This method does
not ensure identity secrecy, requiring a public key-based infrastructure (PKI)
control system instead. As an expanded EAP-TLS scheme, the EAP-TTLS
method uses a password for member user authentication and a certificate for
server authentication. PEAP is a similar scheme to EAP-TTLS (tunneled
TLS), safely tunnelling member user’s authentication data via TLS protocol
and subsequently implementing user authentication. EAP-TTLS and PEAP
are vulnerable to man-in-the-middle attacksdue to their poor conditionduring
user authentication when setting TLS.
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5 Conclusions

This paper present SPAKE (Split Password-based Authenticated Key Agree-
ment) and the wireless LAN EAP-SPAKE method. The proposed SPAKE has a
distinguishable difference from a similar existing method [15,16]; in particular,
it splits a password to expand the guessing possibilities of a password verifier file
and enhance randomness. It is also highly resistant to server impersonation and
additional dictionary attacks by encrypting the server’s verifier files into server
secret key s, as in AMP[6] and EPA[8]. AMP and EAP are superior to the cur-
rently proposed method in terms of exponent value frequency and size of message
exchanged. Since AMP is 4-pass, and EPA uses two generators, however, they
have limited application. Therefore, SPAKE is deemed relatively efficient.

Considering the newly known attack (intelligent integration of hacking and
viruses [17]) schemes and network/computer development speeds (enhanced
AP/AS performance through generalized optical telecommunications and All-in-
One chips), extension of a single authentication server into a multiple server envi-
ronment can be considered a natural evolution. The wireless LAN EAP-SPAKE
method proposed in Chapter 4 is based on SPAKE. This method is relatively ef-
ficient, offering robust resistance to known attacks unlike the existing EAP-MD5
and EAP-SRP methods in terms of providing two-way authentication, session key
generation and key confirmation, EAP Request/Response message communica-
tion volume, exponentiation calculation volume, random number generation cal-
culation volume, and resistance to dictionary attacks.
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Abstract. Given independent multiple access-logs, we try to identify
how many malicious hosts in the Internet. Our model of number of ma-
licious hosts is a formalized as a function taking two inputs, a duration
of sensing and a number of sensors. Under some assumptions for sim-
plifying our model, by fitting the function into the experimental data
observed for three sensors, in 13 weeks, we identify the size of the set of
malicious hosts and the average number of scans they perform routinely.
Main results of our study are as follows; the total number of malicious
hosts that periodically performs port-scans is from 4,900 to 96,000, the
malicious hosts density is about 1 out of 15,000 hosts, and an average
malicious host performs 78 port-scans per second.

1 Introduction

Malicious hosts routinely perform port-scans of IP addresses to find vulnerable
hosts to compromise. According to [2], Sasser worm performs scans to randomly
determined destination with probability of 0.52 and to partially random for high-
est two octets, one octet, with prob. of 0.25 and 0.23, respectively. In the Internet,
the mixture of these complicated behaviors is significant source of complexity,
which comes up with some questions,

– how many malicious hosts do perform port-scans in the Internet?
– how large is the set of malicious hosts over the IP address space?
– how often the malicious hosts do perform port-scans?

In order to answer to our question, we use multiple sensors distributed over
the network and put the log files together to figure out the hint to identify the
target malicious hosts. Our estimation is based on a mathematical model of
cumulative distribution of unique hosts observed by the sensors with respects to
number of sensors, and the duration.

2 Identification of Total Number of Scanners

2.1 Model

We define scanner to be a host which performs port-scan to other hosts looking
for the target to be attacked. Typically, scanners are hosts which has some
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vulnerability and thereby is controlled by malicious code, worms and virus.
Some scanners may be human-operated, but we don’t distinguish between mali-
cious codes and malicious operators. Among the target hosts, some are sensors
that block port scans and observe destinations of port scans. The global IP
addresses assigned to sensors should be kept secret against scanners. Both scan-
ners and sensors are assigned to always-on static IP addresses, i.e., we don’t take
into account a dynamic behavior of addresses commonly provided with DHCP
and NAT.

Let n0 be a number of active global IP addresses. We consider a set of active
address among the whole 32 bit address space. Let n and x be numbers of
scanners and sensors, respectively. Obviously, n, x � n0. Frequency of scans
depends on scanners, but in our analysis, we focus on distinct source addresses
observed by sensor, which is defined as unique hosts. Let h(x, t) be a cumulative
number of unique hosts that have been observed at x independent sensors within
duration defined by time interval [0, t], where t is monthly, weekly or hourly unit
of time.

Putting distributed log files together provides us useful knowledge on the
set of scanners. For example, from the log files we learn an average number
of scans observed by a sensor per hour, a list of frequently observed scanners,
some common patters of port-scans, a correlation among sensors, a relationship
between scans and class of sensors, a scanning variation in hour, week, month,
and so on. In particular, we use a rate of increase in unique hosts in order to
answer to our questions. Formally, our objective is to identify the total number
of scanners, n, given unique hosts observed by distributed sensors, h(x, t).

The first step toward our analysis is to make some assumptions to simplify
our problem.

Assumption 1. A scanner is assigned a static address and does not use any
forged address.

Assumption 2. A destination of scan is randomly determined and is uniformly
distributed over the set of active addresses.

Assumption 3. A scan is stateless, namely, a target of scan is independently
determined from previous outcome of scans.

Assumption 4. All scanners evenly perform c scans per time interval [0, t]. A
number of scans c does not depend on time of a day.

Under assumption 2 and 3, a probability of a certain sensor to be chosen is
p0 = 1/n0. Since there are n scanners, which can be considered as the Bernoulli
trials, we have an expected value of number of scans as a mean of binominal
distribution, i.e.,

E[h(1, t)] = np0 = n/n0.

Immediately with assumption 4, an average number of unique hosts observed by
a sensor is given by

a = c
n

n0
. (1)

Given multiple observations, an increase in unique hosts is likely to be small as
number of sensors increase. In other words, a number of unique hosts is not linear
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to number of sensors x. Suppose two independent sensors with same collection
of scanners (assumption 4). There may be small number of scanners observed
by both sensors. Hence,

h(2, t) ≤ 2h(1, t)

could hold. Generally, the difference Δh(x, t) = h(x, t) − h(x − 1, t) goes to be
small as x increases and finally come to the saturation. In addition, we note
that Δh depends on the total number of scanners n since n is dominate factor of
probability of the collision, i.e., two sensors observe the common scanner. There-
fore, we can estimate total number of scanners from the reduction of increase of
unique hosts with respects to number of sensors.

In the similar way, we have a relationship between a number of unique hosts
and a duration of observation as

h(x, 2) ≤ 2h(x, 1).

The analogy between number of sensors x and duration of observation t provides
multiple path to estimation. If two estimations from increase of x and t are close,
we have higher confidence of our estimation of n.

Before our analysis, we need to figure out the size of active address space.
Because of unassigned address blocks and private address, the number of active
address is smaller than 232. In [1], Sugiyama et al. identify an active address
block from which at least one packet sent in a month as

n0 = 89 · 224 = 1, 493, 172, 224.

According to [4], where they estimate host counts by pinging a sample of all hosts,
the total number of active address in July 2005 is reported as 353, 284, 184.

2.2 Estimation of n from Duration t

First, we try to estimate number of scanners by varying duration of observation.
In the subsequent section, we will estimate from number of sensors.

From equation 1, we begin with h(1, 1) = a, which is increasing by a every
time interval. Noticing that a probability of a new address has been already
observed is p = h(1, 1)/n, we can regard a observations as a Bernoulli trials
with p, which follows that ap = a h(1, 1)/n = a2/n addresses are duplicated in
average. More preciously, a probability of k addresses has been observed out of a
newly observed addresses is given by binomial distribution defined by probability
density function

P (k, a) =
(

a
k

)

pk(1 − p)a−k.

Taking mean of k, we have

h(1, 2) = h(1, 1) + a − a h(1, 1)/n = 2a − a2/n,

For simplicity, letting h(t) = h(1, t), we have

h(t + 1) = h(t)(1 − a/n) + a,
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taking difference Δh(t) = h(t+1)−h(t) gives the differential equation of unique
host function h()

dh

dt
= − a

n
h(t) + a, (2)

which follows a general formula

h(t) = C · e− a
n t + e−

a
n t

∫

e
a
n t · adt

= C e−
a
n t + n.

With an initial condition h(0) = C e0 + n = 0, we have C = −n and hence

h(t) = n(1 − e−
a
n t), (3)

where n is a total number of potential scanners and a is an average number of
unique hosts observed by a single sensor in a time interval.

2.3 Estimation of n from Sensors x

Recall the analogy between duration of observation t and number of sensors x.
By replacing t with x in equation 3, we have second estimation of unique hosts
function taking variable x as

h(x) = n(1 − e−
a
n x).

These dual functions will be examined by experimental data.
Note that a variance between sensors is greater than that of duration. Al-

though we have assumed uniform scans, the actual port-scan is not globally
performed over the address space. There are some worms and virus that scans
to multiple destinations by incrementing the fourth octet of IP address. Hence,
we carefully choose the location of host for sensing and in order to minimize the
difference among sensors, we take average of unique host for all possible com-
bination of x sensors. For example, if we have three sensors, s1, s2 and s3, then
h(2) is defined as an average for pairs of (s1, s2), (s1, s3), (s2, s3).

3 Experiment

This section evaluates our model with experimental log data observed the inter-
net and try to estimate how many scanners are in the internet.

3.1 Experiment Methods

Table 1 shows the specification of sensors used in the experiment. As a sensor, we
use mainly a personal firewall, Zone Alarm, running on Windows XP, filtering
out all packets for all ports. In the academic network (S1, S2), some ports are
filtered out at gateway because of the security policy. While, sensor S3 are free
from filtering. All sensors are always online except some days when accidental
link down and scheduled power shortage happen.
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Table 1. Specification of Sensors and Observation

S1 S2 S3

Duration May 29, 2005 through August 31
Class B B C

Bandwidth to Internet [bps] 100M 100M 8M
Type of ISP Academic 1 Academic 2 Commercial

Table 2. Avarage Numbe of Unique Hosts a

sensor weekly standard deviation daily

S1 129.00 18.22 18.43
S2 346.89 28.18 49.56
S3 452.89 31.93 64.70

3.2 Results

We show the statistics of unique hosts in Table 2 and the cumulative number of
unique hosts observed monthly, weekly and the number of sensors in Table 3, 4,
and 5, respectively.

Table 2 shows weekly avarage of a, and the variance, where at S3 we exclude
TCP ports 111 (SUN RPC), 135 (MS RPC), 139 (NetBIOS), 445 (SMB), which
are known as vulnerable port and thereby filtered out by S1, S2, for making our
estimation precise.

Table 3. Monthly Cumulative Unique Hosts

t [month] 1 (June) 2 (June–July) 3 (June-August)

S1 517 975 1389
S2 1495 2828 4040
S3 1665 3128 4579

3.3 Total Number of Scanners

Based on the experimentation, we perform fitting equation 3 into the observed
data. Minimizing the sum of the squared differences or residuals between the
observed data and estimated function value using the WSSR algorithm imple-
mented in the gnuplot, we can identify n and a as shown in Table 3. For instance,
three data at S3 in Table 3 gives

h(3) = 14828.5(1 − e−x/8.25),

Table 4. Weekly Cumulative Unique Hosts

t [week] 1 2 3 4 5 6 7 8 9 10 11 12 13

S1 104 245 353 474 583 706 817 893 989 1054 1091 1198 1326
S2 339 676 1016 1309 1671 2015 2319 2579 2889 3155 3437 3644 3938
S3 440 827 1177 1560 1960 2391 2839 3225 3621 3850 4063 4384 4754
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Table 5. Cumulative Unique Hosts Observed x Sensors

x 1 2 3

June 1226 2394 3533
July 1147 2228 3280

August 1068 2042 3097

Table 6. Estimation of parameters. (n and a are parameters used in our model. For
fitting algorithm, we use n/a instead of a.

observation n ± std. err. n/a ± std. err.

S1 Monthly cumulative 4857.88 106.3 8.91224 0.2255
S2 Monthly cumulative 14828.5 335.3 9.43599 0.2447
S3 Monthly cumulative 14828.5 3951 8.25209 2.571

S1 Weekly cumulative 6001.53 1705 48.6973 14.89
S2 Weekly cumulative 17293.2 3236 48.8514 9.837
S3 Weekly cumulative 32446.5 1107 31.5434 1.205

June sensor aggregation 33212.5 2653 26.6853 2.239
July sensor aggregation 26266.7 2502 22.5051 2.272

August sensor aggregation 95709.6 204800 91.4829 198.8

where n = 14828.5 is the estimated number of scanners and n/a = 8.25. In the
same way, we performs fitting for all observed data and illustrate the estimation
in Table 6 and Figure 1, 2 and 3.

Figure 1 and 2 show how good our model is. The error of estimation are
indicated in Table 6. The estimation of n varies from 4857 to 95709. We can
consider that the total number of sensors is at most 100,000, which is surprisingly
small over the size of active addresses n0. Consequently, the density of malicious
hosts (scanners) is given as

n/n0 = 6.409 · 10−5 = 0.0064%,

which is one out of 15,000 addresses.
Figure 2 may look the number of unique hosts increases almost linearly to t,

but its ratio of increase is slightly reduced as t, as shown in the unique hosts
function given by equation 3,

Now we consider how much independent our sensors are set up. Figure 4
demonstrates the sequential behavior of destinations of a certain scanner whose
address has been observed for all sensors. There are over 60 source addresses
commonly observed and the behavior is typical. It has periodically performed
port-scans to almost randomly chosen destination. What if sensors are located
too closely in address space? To figure out the correlation between sensors, we
show Figure 5 where the number of commonly observed addresses between any
pair of 6 sensors in a week. We use additional sensors S4, S5 and S6 which are
located to the same subnet to S2. We see the high correlations among a group
of S2, S4, S5 and S6, with fraction of 0.4 to 0.8, for which assumption 2 (uniform
distribution of destination) does not hold.
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3.4 Average Number of Scans

From the estimation of our model, we clarify how often an average scanner does
perform port-scans.

Recall equation 1. With the n/a in Table 6, we obtain

c =
a n0

twn
,
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where tw is duration of time unit in second and c is the number of scans per-
formed per second. For instance, n = 32446.5, n/a = 31.5434 in Table 4 and
tw = 60 · 60 · 24 · 7, we have c = 78.27 [scan/second]. Obviously, it is too many
trials to perform by a human operator, that is, should be done by automated
script or program.
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3.5 Consideration

In this section, we consider the accuracy of our estimation. First, we note that
our estimation models of t and x roughly match each other since the range of
estimation is within 104. Second, we observed that the model fits the actual
experimental data in some figures. Hence, we claim that the model is good
enough to estimate the set of malicious hosts in the internet. On the other hand,
the accuracy can be improved by the following reasons.

– The number of sensor x = 3 and the duration of 13 weeks are too small to
estimate.

– The assumption of uniform distribution of destination does not always cor-
rect. New model with consideration of inclined destination may be developed.
Figure 5 shows the set of S1, S2 and S3 are independently distributed.

– The difference of port has been ignored in the estimation. Taking consider-
ation of types of attack and frequency of scans, our model can be improved.

– The jointly and world-wide observation could provide high accuracy of esti-
mation. We should notice the difference among countries and network envi-
ronments.

4 Conclusion

With some assumptions on port-scans, we have developed a mathematical model
of unique hosts in terms of number of sensors and the duration of observation.
Based on experimental data with three distributed sensors, we clarify
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– The total number of malicious hosts that periodically performs port-scans is
from 4,900 to 96,000.

– The malicious hosts density is about 1 out of 15,000 hosts.
– An average malicious host performs 78 port-scans per second.
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Abstract. Since the introduction of RFID technology there have been
public debates on security and privacy concerns. In this context the Ma-
chine Readable Travel Document (MRTD), also known as e-passport, is
of particular public interest. Whereas strong cryptographic mechanisms
for authenticity are specified for MRTDs, the mechanisms for access con-
trol and confidentiality are still weak.

In this paper we revisit the privacy concerns caused by the Basic
Access Control mechanism of MRTDs and consider German e-passports
as a use case. We present a distributed hardware architecture that can
continuously read and record RF based communication at public places
with high e-passport density like airports and is capable of performing
cryptanalysis nearly in real-time. For cryptanalysis, we propose a variant
of the cost-efficient hardware architecture (COPACOBANA) which has
been recently realized.

Once, MRTD holder identification data are revealed, this information
can be inserted into distributed databases enabling global supervision
activities. Assuming RF readers and eavesdropping devices are installed
in several different airports or used in other similar places, e.g., in trains,
one is able to trace any individual similar to tracing packages sent using
postal services such as UPS.

Keywords: E-Passport, Privacy, MRTD, Basic Access Control, RF
Eavesdropper, MRTD Cracker, Biometrics.

1 Introduction

Radio-Frequency Identification (RFID) technology is already in wide deployment
and has been incorporated into various applications [22]. RFID technology makes
also tracing of individuals much easier, as human identification can entirely be
performed automatically, even in an unnoticeable way. If compared to video
surveillance, RFID technology further saves human post-processing of streaming
data. Public debates on security and privacy issues have been raised since the
introduction of RFID technology where one may get the impression that people
are not concerned about privacy as long as the threat does not become tangible.

J.K. Lee, O. Yi, and M. Yung (Eds.): WISA 2006, LNCS 4298, pp. 391–404, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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In this context the Machine Readable Travel Document (MRTD) also known
as e-passport is of particular public interest. Currently, we are on the cusp of
an RFID-based biometric technology which will have an impact on civil and
personal rights for all of us.

The initiative for e-passports was started by organizations1 in United States
and several other countries to deploy biometric and RFID technologies for bor-
der and visa control. The claimed goal is to enhance security, protect against
forgery and manipulation of travel documents and ease identity checks. On the
one hand advocates of e-passports envisaged horrifying scenarios about terror-
ist attacks and other criminal activities. On the other hand advocates of data
protection and civil rights have concerns regarding privacy and security. Hence,
the initiative has been subject to many political and technical criticism. Several
researchers have pointed out the security and privacy weaknesses of the deployed
schemes and proposed improvements (see e.g., very well-written papers [11] and
[12]). However, issuing states allowed for a very fast roll-out of e-passports.
This was done although, compared to the traditional approach, the complex-
ity of the system will be strongly increased: New cryptographic schemes must
be deployed and new parties (e.g., chip and reader manufacturers, companies
doing personalization of passports, service providers, Certification Authorities)
are now involved making the underlying trust model, trust assumptions and
trust relationships much more complex. An appropriate overall security evalu-
ation of the realizations – especially concerning privacy aspects – seems to be
either postponed or is made more difficult because of lack of public informa-
tion. This is crucial since one expects that all basic principles of data protection
law have to be observed when designing, implementing and using RFID tech-
nology.2 These aspects are of great importance not only because the costs for
issuing e-passports are imposed on citizens, e.g., by increasing the passport is-
suing fee3 but more importantly because they concern the security and privacy
of citizens.

The cryptographic components of the e-passport scheme shall consist of a Pas-
sive Authentication, Basic Access Control (BAC), and an Active Authentication.
Whereas Passive Authentication means that the data stored in an e-passport in-
cludes digital signatures by the issuing nation, Basic Access Control should setup
a secured channel between the reader device (part of the inspection system) and
the e-passport that assures both confidentiality and integrity of the data com-
munication. Active Authentication is deployed for anti-cloning purposes requir-
ing a digital signature scheme implemented on the e-passport chip. Note that
both Basic Access Control and Active Authentication are optional mechanisms.
Basic Access Control is already implemented, e.g., in Germany and the Nether-
lands. Current realizations of Basic Access Control deploy symmetric cryptog-
raphy and generate the corresponding encryption and authentication keys from

1 More concretely, the International Civil Aviation Organization (ICAO).
2 See, e.g., resolution on Radio Frequency Identification www.privacyconference2003.

org/
3 e.g., from 26 to 59 EUR in Germany.
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passport information that is visible in the physical passport document. The
scheme has been already successfully attacked using offline dictionary attacks4.

In this paper we revisit the privacy concerns of e-passports and show that
more sophisticated devices, as we propose in this paper, can be built to defeat
the user privacy when deploying the current realizations of e-passports (e.g., in
Germany and the Netherlands). Further, we aim at providing a review of the
measures taken and to point out the shortcomings in the entire process.

We propose a hardware architecture that can easily mount this kind of at-
tacks in much shorter time, and even nearly real-time, i.e., the time needed to
pass the inspection system. The implementation consists of two devices: The
first one is a device that can continuously read and record RF based commu-
nication at public places with high e-passport density like airports. The second
one is a special-purpose hardware of reasonable price for fast cryptanalysis of
symmetric ciphers. It consists of a reprogrammable machine COPACOBANA
(Cost-Optimized Parallel Code Breaker), which is optimized for running crypt-
analytical algorithms [13].

After the real-time decryption with our MRTD cracker, the plaintext informa-
tion can be inserted into distributed databases. When such devices are installed
in several different airports or used in other similar places, e.g., in trains, one is
able to trace any individual similar to tracing packages sent using postal services
such as UPS. This is an important issue since such databases when placed on
the Internet can be used by anyone to trace a specific person. This informa-
tion, however, can be exploited by criminals like terrorists or by detectives, data
mining agencies, etc.

2 Overview of E-Passports

The International Civil Aviation Organization (ICAO) has issued specifications
for Machine Readable Travel Documents (MRTDs) [20,19,16,17,14,18] that are
capable of including biometric data of the passport holder in machine readable
form. Biometric data is stored on a contactless Integrated Circuit (IC) that
is embedded in the (physical) passport document. Biometric data includes the
facial image of the passport holder, which ICAO assesses not to be privacy
sensitive information. Additional (optional) biometric data includes images of the
finger(s) and iris of the passport holder. Both, digital fingerprints and digital iris
scans are definitively privacy sensitive. For example, in Germany, it is planned
to enforce the storage of digital fingerprints in e-passports from 2007 on [2].

The principles involved are the manufacturers, the personalization5 agent act-
ing on behalf of the issuing state or organization, the rightful MRTD holder and
control officers acting on behalf of the issuing and receiving state.
4 Experiments on the Netherlands’ e-passport demonstrated that the encrypted infor-

mation can be revealed in 3 hours after intercepting the communication [4,23]. The
issuing scheme in the Netherlands has about 35 bits of entropy [23].

5 The process by which the photo, signature and biographical data are applied to the
document.
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Control officers make use of an inspection system at border control. The in-
spection system is a terminal that is equipped with an RF reader device to
carry out the RF based communication with MRTDs. During operational use,
the players are the rightful MRTD holder, the control officers acting on behalf
of the issuing and receiving state as well as other individuals, e.g., travellers and
employees.

Referring to the German Protection Profile [5], four phases are defined for the
life cycle of MRTDs: (1) Development Phase, (2) Manufacturing, (3) Personal-
ization of the MRTD, and (4) Operational Use. Personalization of the MRTD
and its environment are defined and controlled by the issuing state or organisa-
tion and are not covered by the evaluation and certification process. Note that
this protection profile considers Basic Access Control, but not extended Access
Control as, e.g, Active Authentication.6

In Germany, the validity of passports is 10 years and it is worth noting that
the passport remains valid if the IC is defect.

2.1 Derivation of Basic Access Keys

Basic Access Control derives access keys from parts of the MRZ (Machine Read-
able Zone) that is printed in the MRTD physical document. These data are
intended to be read only with agreement of the MRTD holder by inspection
systems. Hereby, it is assumed that only the rightful MRTD holder and control
officers read this visible information during lifetime of the document. Once, the
MRZ is released, the MRTD holder looses control whether the MRZ data are
further spread.

In detail, key derivation uses

1. the 9-digit alphanumeric passport Document-Number,
2. the Date-of-Birth of the MRTD holder and
3. the Date-of-Expiry of the MRTD document.

Each data item includes a check digit. For the computation of the check dig-
its see [20,24,1]. These three items form an ASCII string Document-Number ||
Date-of-Birth || Date-of-Expiry (see [17]).

As it can be seen in Fig. 1, first KSeed is derived as the most significant
16 bytes by using SHA-1. From KSeed both an encryption key KENC and a
MAC key KMAC are obtained. For their key derivation, two different constants
c are used: c =‘00000001’ for KENC and c =‘00000002’ for KMAC . The most
significant 16 bytes of the SHA-1 computation form the Triple-DES key of KENC

and KMAC , respectively.

Entropy of Basic Access Control Keys: The entropy of the Basic Access
Control keys depends on the passport numbering scheme of the issuing state.
6 References [5,8,9] even say that the MRTD allows the personalization agent to disable

the Basic Access Control for use of the MRTD with Primary Inspection Systems,
i.e., inspection systems may gain access to the logical MRTD contents without using
Basic Access Control.
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K_ENC

SHA-1

K_Seed || '00000001' K_Seed || '00000002'MRZ_information

160

128
32

K_Seed

SHA-1

160

128
32

K_MAC

SHA-1

160

128
32

Fig. 1. Derivation of KSeed and follow-up derivations of KENC and KMAC from
MRZ_information:=Document-Number || Date-of-Birth || Date-of-Expiry

For example, Dutch Basic Access Control keys were reported to have only about
35 bits of entropy because of the dependency between expiration date and the
serial passport number [23].

For German passports, a substantiated estimation on the entropy is not pub-
lished, yet. Reference [11] estimates an entropy of 14 bits for the date of birth
and an entropy of 11 bits for the date of expiry if the validity period spans 10
years7. Let HPN be the entropy for the passport number that is estimated in
more detail below. Assuming that the date of birth is an independent stochastic
variable, the overall entropy H is bounded by HPN + 14 ≤ H ≤ HPN + 25. As
the German scheme uses numeric characters only, the upper bound for HPN is
about 30 bits assuming no further knowledge on the passport number distribu-
tion scheme. However, it is known that the German passport number includes
a four digit ‘Behördenkennzahl’ (BKZ), i.e., a number that belongs to the lo-
cal issuing agency [3,1]. Referring to [1] there are about 7000 local agencies in
Germany, but not all have an individual BKZ. Cities with high population den-
sities are assigned multiple subsequent BKZs. The four-digit BKZ is followed by
a five-digit serial number. Due to the fact that system parameters such as the
number of BKZs and the number of residents in each BKZ are not made publicly
available, HPN cannot directly be computed. In a rough demographic model we
end up at an entropy of about 26 bits for HPN in Germany, i.e., our estimation
on the entropy of the German issuing scheme is 40 ≤ H ≤ 51 considering a full
roll-out of the system after 10 years.

So far, these estimations are conservative ones. One may break it down to
significantly less entropy by making assumptions, e.g., one may assume that (1)
the city of residence and (2) the date of birth of the individual to be tracked
is known to the attacker. Further, one may assume that (3) one or more pairs
of (passport number, passport expiry date) of the corresponding BKZ and (4)
the overall number of residents of the corresponding BKZ is known to the

7 As e-passports are in use in Germany since about half a year, current entropy yields
7 bits for date-of-expiry.
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attacker8. Then, depending on concrete assumptions, the remaining entropy may
be reduced down below 20 bits.

Astonishingly, such estimations seem to be out of the scope of [8,9] that cer-
tify a Strength of Mechanism of Sof-High9 for Identification and Authentication
based on Challenge-Response and data exchange under secure messaging (see
Subsect. 2.2). References [8,9] note that the personalization agent in collabo-
ration with the issuing state or organisation is responsible for providing keys
with sufficient entropy. However, this is obviously not warranted by the German
issuing scheme.

2.2 Key Agreement at Basic Access Control

Based on the access keys KENC and KMAC , session keys are established using
a three-pass authentication protocol with random numbers. The protocol runs
between the RF reader that is part of the inspection system and the MRTD chip
as shown in Fig. 2 (see also [17,11]).

As result of Fig. 2, the session key KSSeed is computed as KSSeed = KIFD ⊕
KICC . By using the same key derivation scheme as in Section 2.1, Triple-DES
session keys KSENC and KSMAC are obtained. The subsequent communication
transfers logical MRTD data and is secured with these Triple-DES session keys
KSENC and KSMAC . We denote the overall set of communication data on the
wireless channel with C.

3 Our Attacks on Privacy

We present two attacks on privacy: (1) Direct key search with a proprietary RFID
reader targeting MRTDs (Subsect. 3.1) and (2) Eavesdropping during a Basic
Access Control protocol run with a regular inspection system and subsequent key
search (Subsect. 3.2 and Subsect. 3.3). Both attacks can be drastically speed-up
by inserting prior knowledge about the MRTD holder.

As consequence of successful attacks, distributed databases may be deployed
for tracing citizens once their MRTD identification data is revealed.

3.1 Direct Key Search

We assume that the adversary does not know the entire MRZ information. How-
ever, the adversary may know or guess on the date-of-birth and also on the
city of residence of individuals10. The adversary owns an RF reader device and
8 Think of many hotels, banking companies and postal offices that require a copy

of the passport of their clients. Further, databases of many companies already in-
clude security sensitive data such as date of birth and residence of their clients and
employees.

9 A level of the TOE strength of function where analysis shows that the function
provides adequate protection against deliberately planned or organised breach of
TOE security by attackers possessing an high attack potential.

10 For example, if the attack is mounted in Cologne, it is probable to interfere with
many people from Cologne.
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Reader (IFD) MRTD (ICC)

RNDICC ∈R {0, 1}64

←−
RNDICC−−−−−−−−−−−−

RNDIF D ∈R {0, 1}64

KIF D ∈R {0, 1}128

X := RNDIF D||RNDICC ||KIF D

EIF D := EKENC (X)
MIF D := MACKMAC (X)

−
EIF D||MIF D

−−−−−−−−−−−−→
Decrypt and verify EIF D||MIF D

KICC ∈R {0, 1}128

Y := RNDICC ||RNDIF D||KICC

EICC := EKENC (Y )
MICC := MACKMAC (Y )
KSSeed = KIF D ⊕ KICC

←−
EICC ||MICC

−−−−−−−−−−−−
Decrypt and verify EICC ||MICC

KSSeed = KIF D ⊕ KICC

Fig. 2. Basic Access Control Protocol between the RF reader (also referred to as In-
terface Device IFD) and the MRTD chip (also referred to as Integrated Circuit Card
ICC). E denotes Triple-DES encryption, MAC denotes the cryptographic checksum
according to ISO/IEC 9797-1 MAC Algorithm 3 [17].

is able to position it near-by to the MRTD holder, e.g., in crowded public ar-
eas. As shown in Fig. 2, the Basic Access Control protocol is stopped by the
MRTD if EIFD||MIFD is not verified. Note that MRTD does not implement a
failure counter, i.e., MRTD is not blocked as result of many unsuccessful proto-
col runs11. If the MRTD sends a response EICC ||MICC , this, however, implies
that the guess on the Basic Access Control keys is most likely correct. Given the
Basic Access Control keys, the adversary knows the established session keys for
the secured communication link. The adversary now acts similarly to a proper
reader device of an inspection system and actively retrieves logical MRTD data
via the secured communication link.

3.2 Eavesdropping at an Inspection System

We assume an adversary succeeds to monitor the communication of the Basic
Access Control protocol between a MRTD and an inspection system shown in
Fig. 2. This is a realistic assumption, if the adversary is within a distance of a
few meters [23,6]. Especially, if controls are carried out in a train, this is usually
the case. By assumption, the adversary does not know the MRZ information.
11 However, as a countermeasure against direct key attacks artificial delays may be

implemented once a protocol run is stopped.
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Fig. 3. Overview of the system setup to enable tracing activities

Nevertheless, the adversary may be able to guess the date-of-birth of the MRTD
holder. Further, the adversary may identify the issuing state of the MRTD doc-
ument and may know its distribution scheme of passport numbers.

The adversary monitors RNDICC , A and B of Fig. 2 and the entire subsequent
secured communication C.

3.3 Subsequent Key Search

After obtaining the protocol data of Subsect. 3.2, the adversary runs a key search
on the MRZ information to find a match to the most significant eight bytes of
EICC (see Fig. 2, part of B) during the protocol run. More concretely, the
adversary computes E∗ = EK(RNDICC) where K denotes possible candidates
for KENC and E denotes Triple-DES encryption. If msb8(EICC) ?= E∗, C can
be decrypted and the logical MRTD data are revealed.

As described in Section 2.1, key derivation of KENC requires two SHA-1
computations. SHA-1 computations are less efficient in hardware so that it would
be convenient to pre-compute KENC candidates in a database. Because of this,
we distinguish two different architectures for an MRTD cracker.

Architectures With and Without Pre-computing. In case of a low-entropy
issuing scheme it is convenient to pre-compute KENC in a database indexed by
date-of-birth and/or residence. If the overall entropy is in the order of 35, the
entropy per date of birth is in a rough estimation reduced to about 21. Storage
complexity per date of birth then is about 33.6 MB and per year of birth about
12.2 GB. Depending on the most probable age of the MRTD holder and/or the
most probable residence, precomputed database entries KENC can be directly
fed into the MRTD cracker engine.

In case of an issuing scheme entropy of about 50, the entropy per date of
birth is in a rough estimation reduced to about 36. Precomputing would require
a storage capacity of 1.1 TB per date of birth and is – even on distributed
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{K_ENC}

MRTD Cracker

MRZ_information

Dictionary Attack

Key-Database

K_ENC

RND_ICC
msb_8(E_ICC)

Fig. 4. MRTD cracker using precomputation of KENC . The MRTD cracker has to
implement Triple-DES only.

MRTD Cracker

MRZ_information K_ENC

RND_ICC
msb_8(E_ICC)

Fig. 5. MRTD cracker without precomputation of KENC . The MRTD cracker has to
implement both SHA-1 and Triple-DES.

systems – hardly feasible for low or medium costs. Furthermore, time-memory
attacks using Triple-DES only are not appropriate, as only a small fraction of
the entire Triple-DES key space has to be searched. Here, the hardware cracker
probably has to include both SHA-1 and Triple-DES.

3.4 Distributed Databases – Vision of Basic Access Control Privacy

Once the key KENC is found, the session keys of Basic Access Control can
be derived and the logged communication data C can be decrypted. Thus the
adversary reveals personal data of the passport holder, such as name, date of
birth, sex, validity, document number, issuer, the complete MRZ information
and a picture of the card holder in digital form.

These personal information can be fed into distributed databases all over the
world, thus anybody searching for a specific person, is able to track the person at
public places12. Tracking may be done by loading the key KENC of the individual
to be tracked into operational MRTD crackers or by operating RF readers at
public places and performing a direct key search. If established, these databases
can be updated with recent places visited and may achieve a state that is similar
to publishing flight passenger lists and similar to what is already easily possible
for issuing and receiving states.

12 Note that, e.g., German law [3] prohibits from using the serial passport number and
personal passport data for automated storage and retrieval, but German law does
not avenge such offences, if committed abroad.
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4 Our Device Architectures

4.1 RF Eavesdropper

Referring to Subsect. 3.2, the communication with e-passports has to be moni-
tored in public places, e.g., at border control. For ISO 14443 RFID communica-
tion the distance between the reader and the tag13 is specified to be smaller than
15 cm. This constraint is caused by the fact, that the reader has to transmit the
operating power to the RFID tag by a magnetic field. However, the electromag-
netic waves during the communication exceed this specified distance and can be
observed at a much higher distance (detailed below).

For the RFID-communication two different channels are used:

– Reader to Tag: This channel has to provide the tag with energy and has
to send information from the reader to the tag. The reader generates an
electromagnetic field with the frequency 13.56 MHz. This field provides the
tag with energy. To transmit data to the tag the field is switched off for a
short period using a modified Miller code [7].

– Tag to Reader: The tag sends data to the reader by modifying its own load.
In ISO 14443 it is specified that the tag uses 848 kHz load modulation. The
information is transfered using the Manchester code [7].

Eavesdropping Hardware. The signal from the reader to the tag is about
80 dB stronger [7] than the load modulation signal which is used for communi-
cation on the backwards channel. Therefore, it is more difficult to observe the
data sent from the MRTD ICC than the data which the reader sends to it,
because the more powerful signal from the reader suppresses the weak signal
generated by the MRTD ICC.

As the tag uses 848 kHz load modulation, the signal generated by the tag
is placed in side-bands of the carrier frequency generated by the reader. The
resulting frequency caused by this load modulation is 13.56 MHz±848 kHz, i.e.
around 12.7 and 14.4 MHz.

A simple eavesdropping approach is to set up an antenna for the frequency
13.56 MHz. For such an antenna an important parameter is the gain that de-
scribes how much power the antenna receives in the main direction compared to
the power which is received by a reference antenna for the operating frequency.
For eavesdropping purposes, one would use an antenna with a high gain, which
results in a highly directional characteristic. Further, to increase the distance for
observing the RFID communication an additional amplifier to strengthen the
received signal is useful.

As both signals (from MRTD ICC and from the reader) are signals with
the base frequency 13.56 MHz the same antenna setup can be used for both
directions, so that only one antenna is needed. To obtain the transfered data
between tag and reader the received signal has to be analyzed. To retrieve the
13 In this Subsection we also use tag as a synonym for e-passport, respectively, for

MRTD ICC.
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Fig. 6. RFID-Signal-Spectrum

modified Miller code the 13.56 MHz signal has to be detected. This can simply be
done by using an 13.56 MHz envelope detector at the antenna amplifier output.
To retrieve the Manchester code sent from the tag it is necessary to detect the
848 kHz load modulation. Previous experiments showed [6], that this can be done
by tuning the whole system to one of the side-bands 12.7 MHz or 14.4 MHz.

Actually, we consider the usage of a PLL14 and a frequency mixer as shown
in Fig. 7. The advantage of this setup is an extension of the operating range
because both, the upper and the lower side-bands, are detected.

Amplifier

13,56 Mhz
Detector

Mixer

PLL
13,56MHz

Reader to e-passport
(Modified-Miller-Code)

e-passport to
(Manchester-Code)

Reader

Antenna

Fig. 7. Use of a PLL and a frequency mixer for signal preparation

Experiments with a simple setup have already shown [6], that without opti-
mizing antenna and amplifier the communication can be easily monitored from
a distance of 2 metres using an antenna tuned on one side-band. We expect
that by optimizing the setup, using a PLL-Mixer Setup, distances up to several
metres can be reached.

Another recent work by Hancke [10] practically demonstrated that the two-
way communication between the reader and tag can be intercepted from 4 me-
tres. Further, [10] states that it is very feasible that this distance can be increased,
e.g., with application specific antennas and more complex signal processing.

4.2 MRTD Cracker

Cryptanalysis of modern cryptographic algorithms has been a subject of research
for many years. Much effort has been put into breaking ciphers by different crypt-
analytic methods and distributed search algorithms. A common characteristic
of many distributed cryptanalytical algorithms is high parallelism. A way of im-
plementing such algorithms is to perform the required operations by means of
14 Phase Locked Loop.
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hardware modules, however, at reasonable costs. Basically, for the purpose of se-
curity the computation effort of cryptanalysis should be high, e.g., in the order
of 280 operations.

A software approach of distributed computing with loosely coupled processors
is one possible implementation choice for an MRTD cracker. For instance, the
SETI@home project [25] is based on using the idle cycles of the huge number
of computers connected via the Internet. The results of this approach have been
quite successful for selected problems which are not viable with the comput-
ing power within a single organization. Using distributed computing, however,
requires the corresponding infrastructure to solve the underlying problem, and
trust in the computing nodes.

Special-purpose hardware is an alternative choice, especially at exhaustive
key search for the Data Encryption Standard (DES) [15]. A brute-force attack
of this type is more than two orders of magnitude faster when implemented on
Field Programmable Gate Arrays (FPGA) than in software on general purpose
computers at equivalent costs15. If performance is the most important criterion
for an MRTD cracker, an ASIC design is the method of choice. A drawback may
be the high non recovering engineering costs. However, with the recent advent
of low-cost FPGA families with much logic resources, they provide a promising
alternative tool for the high computational effort required for cryptanalytic ap-
plications. In addition to the cost advantage over PC-based machines, such a
machine has the advantage over ASIC-based designs that it can be used to at-
tack various different cryptosystems without the need to rebuild a new machine
each time.

For our purposes we make use of COPACOBANA, which is an optimized
hardware architecture for breaking codes. The architectural concept and the re-
alization of COPACOBANA, consisting of a backplane, 20 FPGA DIMM mod-
ules, and a controller card can be found in [13]. For the use as a MRTD cracker
a variant of COPACOBANA has to be developed that makes use of onboard
DRAM memory for the storage of the precomputed candidate values of KENC

(refer to Subsect. 3.3 for the discussion on precomputation). The estimates of
the expected capabilities of the completely configured COPACOBANA are to
test 1.2 · 1010 blocks of Triple-DES per second which corresponds to searching a
key subspace of about 233 per second [21].

5 Conclusion

Whereas strong cryptographic mechanisms for authenticity are specified for
MRTDs, the mechanisms for access control and confidentiality are still weak.
MRTD issuing states seem not to care thoroughly about privacy needs – or said
differently – enable that third parties mount global traceability systems.
15 As mentioned in [13], a single FPGA at a cost of 40 Euro (current market price)

can test 400 million keys per second, a PC (Pentium4, 3GHz) for 200 Euro checks 2
million keys per second. Hence, 5 FPGAs can perform the same task approximately
1000 times faster than a PC at the same cost.
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